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Abstract: Industrial automation or assembly automation is a strictly moni-
tored environment, in which changes occur at a good speed. There are many
types of entities in the focusing environment, and the data generated by these
devices is huge. In addition, because the robustness is achieved by sensing
redundant data, the data becomes larger. The data generating device, whether
it is a sensing device or a physical device, streams the data to a higher-level
deception device for calculation, so that it can be driven and configured
according to the updated conditions. With the emergence of the Industry
4.0 concept that includes a variety of automation technologies, various data
is generated through numerous devices. Therefore, the data generated for
industrial automation requires unique Information Architecture (IA). IA
should be able to satisfy hard real-time constraints to spontaneously change
the environment and the instantaneous configuration of all participants. To
understand its applicability, we used an example smart grid analogy. The smart
grid system needs an IA to fulfill the communication requirements to report
the hard real-time changes in the power immediately following the system.
In addition, in a smart grid system, it needs to report changes on either side
of the system, i.e., consumers and suppliers configure and reconfigure the
system according to the changes. In this article, we propose an analogy of a
physical phenomenon. A point charge is used as a data generating device, the
streamline of electric flux is used as a data flow, and the charge distribution on
a closed surface is used as a configuration. Finally, the intensity changes are
used in the physical process, e.g., the smart grid. This analogy is explained by
metaphors, and the structural mapping framework is used for its theoretical
proof. The proposed analogy provides a theoretical basis for the development
of such information architectures that can represent data flows, definition
changes (deterministic and non-deterministic), events, and instantaneous con-
figuration definitions of entities in the system. The proposed analogy provides
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a mechanism to perform calculations during communication, using a simple
concept on the closed surface to integrate two-layer cyber-physical systems
(computation, communication, and physical process). The proposed analogy
is a good candidate for implementation in smart grid security.

Keywords: Industry 4.0; information architecture; industrial automation

1 Introduction

Information and Communication Technology (ICT) is penetrating all aspects of industrial and
manufacturing systems, accelerating the generation of large amounts of industrial data. Moreover,
Industry 4.0 (the fourth industrial revolution) reduces the human factor, relying entirely on data to
show the importance of industrial data. We need to make better use of data in industrial manufacturing
systems [1]. The underlying data needs to be transformed into valuable information. Similarly,
intelligent services need to be integrated with manufacturing systems to support the decision-making
process. In addition, it is expected that future manufacturing systems will be sufficiently efficient,
flexible, competitive, sustainable, safe and reliable [2]. They must be designed to reduce waste of
materials, capital, energy, and media. The ability to improve control, reconfiguration, optimization,
and human-computer interaction in the manufacturing process is also crucial for future manufacturing
[3]. The challenge of managing data can turn it into useful knowledge and help us make smart and
reliable decisions [4].

Industry 4.0 is actually an extension of the cyber-physical system, realizing decentralized intel-
ligence in the manufacturing field through the end-to-end value chain of the Industrial Internet
of Things (IIoT) [5]. The Industry 4.0 manufacturing system has the most advanced planning and
innovation capabilities in the fields of product design, smart medical, remote control, service and
diagnosis, condition monitoring, prototyping and development, active and predictive maintenance,
tracking and tracing, agility, real-time applications, etc. [6]. All technologies in Industry 4.0 need to
be viewed from a perspective where integration is crucial. A networked industrial environment or
intelligent manufacturing unit is the realization of the Industry 4.0 revolution. Recently, Industry has
changed many manufacturing concepts, and it is expected that there will be major changes in the next
few years. Bitkom stated that after the introduction of Industry 4.0, by 2025, a total of 267 billion euros
may increase the total revenue of Germany [7], which is the next breakthrough in the business. These
advances have an impact on information exchange and management. The complexity stems from the
fusion of at least 30 different technologies.

Industry 4.0 essentially requires strict connections between various devices and the data flow
between these devices to make decisions. Data generating devices are usually sensors, RFID tags,
Internet Protocol (IP)-based cameras and many other types of cameras that generate large amounts
of data. In addition, in order to achieve robustness, multiple devices are used to record the same
phenomenon, that is, a large number of devices are deployed to obtain basically the same information
[8]. Therefore, a computing layer is needed to calculate this initial data and transmit the required
information. In this regard, we need to eliminate redundant data and reduce a considerable amount
of data. To perform this calculation, it takes a small amount of time, which increases the transmission
delay, which is the potential for real-time automated production and many other [9]. Future industrial
systems need to be designed to reduce the waste of resources such as energy, processing time, materials,
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capital, manpower, and media. In this regard, modern computing technologies such as the IIoT, big
data, autonomous robots, and human-computer interaction can play an important role in improving
control, automatic reconfiguration, and optimization in the manufacturing process, and empower
future manufacturing [10].

For industrial automation, different sensing and driving mechanisms are involved in a centralized
environment (a single machine or an entire factory). These sensing and automation mechanisms
generate data consistently like the flow of water from the source to the reservoir. The key to the
success of industrial automation depends on the speed of determining and responding to changes. Data
generation equipment plays a key role in identifying changes along with the effectiveness of the agent
function’s response. An effective industrial automation system, including many other features, must
be able to effectively sense changes and act accordingly. To meet the needs of industrial automation,
event-driven architecture (EDA), service-oriented architecture (SOA) and list information architecture
(IA) have been developed. All these solutions are based on the best practices of software engineering,
namely the three layers of change, communication, calculation and execution. However, the pace of
change in real-world industrial automation, especially the nature of Industry 4.0 standards, requires
intensive configuration, reconfiguration, and real-time response to changes. Therefore, this can be
regarded as the most difficult real-time level of change detection, reconfiguration and driving method.

The modern industrial environment can be visualized as a situation, and data is generated
spontaneously and non-spontaneously in huge quantities with hard real-time constraints. Data
generation resources are inherently diverse, so data. The visualization of industrial data in the context
of Industry 4.0 reflects special requirements, namely (a) the environment is constantly changing or
evolving. Therefore, data generation takes the form of a stream; (b) Instant configuration of all
devices in the process; (c) In order to process robust data, some kind of calculation is required
during communication. This analogy maps the natural phenomenon of electric charges placed in a
closed surface, where sensing/monitoring nodes are placed in the environment. This analogy provides
a theoretical basis for the development of industrial environmental information architecture. This
research helps to establish a theoretical model of information flow in a smart device grid based
on the electrical flux through any system. This model provides a mechanism for the instantaneous
information flow, spontaneous configuration and reconfiguration of smart grid nodes. It also provides
a new way to build and organize information specific to the environment and the smart grid of
industrial plants. This research helps provide instant and dynamically configurable solutions by
spontaneously exchanging information for state-of-the-art Industry 4.0 systems.

For ease of understanding, we use an example of a smart grid, where the information requirements
are difficult to implement in real time. Smart grid system is a conceptual power system that can realize
bidirectional current. Its digital communication supports real-time detection, reaction, proactive
action on any changes in the entire system, and self-repair capabilities. It can also communicate
instantly with suppliers and consumers. This research paper provides an analogy in which a point
charge causes current to pass through a charged hollow sphere. Each node is similar to a point charge,
and its surface is similar to the next layer of nodes. Electric flux is similar to the communication channel
between nodes. This analogy is based on the fact that every Gaussian sphere retains the same charge
as Barry.

This analogy provides a theoretical basis for the development of IA based on the physical
phenomenon of “the electric flux passing through a hollow sphere (Gaussian sphere) due to a point
charge”. Because the IA of the smart grid system needs to meet multiple requirements of information,
so that the system can detect, react and actively respond to changes in the system at the same speed
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when power occurs. This analogy will provide the basis for the development of this type of information
architecture, which has the ability to report electrical phenomena at the rate of occurrence. Although
designing information architecture for a specific requirement requires an in-depth analysis of the
requirements, the system provides a more general idea for building the IA of this type of system.

The rest of this article is organized as follows. Section 2 summarizes the background. Section 3
discusses the system model. Section 4 introduces the mapping of the proposed analogy. Finally, the
discussion and conclusion are presented in Sections 5 and 6, respectively.

2 Background

With the emergence of Industry 4.0, industrial automation has become a mixture of multiple
technologies and concerns [11]. In the paper [12], we can find different aspects that can be considered
for industrial automation (for example, cloud computing, cognitive computing, network security,
Internet of Things (IoT), big data, etc.), as shown in Fig. 1. With the increase in product categories and
the shortening of product life cycles, the manufacturing process is currently undergoing a paradigm
shift. The impact of this phenomenon on them is that they must manufacture highly personalized
products with short delivery times and low production costs [13]. In this case, it is necessary to adjust
the production steps used to assemble or process the product according to the product requirements. In
addition, the movement of materials between machines and assembly stations requires a more flexible
logistics framework. Material flow systems (MFS) that cover different transference paths related to
the required product design evolution, configuration, and reconfiguration can be very complex and
require constant adjustments [14]. Despite user customization, assembly automation itself is a highly
variable environment due to multiple factors that occur at the highest frequency. In order to cope
with faster data generation speed and spontaneous changes, professional information architecture is
necessary.

We give a brief introduction to the information architecture in the following.

Figure 1: Industry 4.0 technology pillars [12]
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2.1 Information Architecture Model

The information architecture model defines the rules for information access, presentation, main-
tenance, and interconnection. The key concepts related to it include “packages.” Packages are
called basic atomic information pieces, which can be stored, presented, and accessed efficiently and
accurately. Attributes are additional details of an entity, whether physical or conceptual [15]. We can
find various information and communication architectures in the fields of manufacturing research and
automated factories, which describe some common design goals [11,12]. This includes data conversion
to achieve efficiency in material loss, capital investment, energy demand, and media utilization to
achieve efficient, flexible, safe and sustainable production. Some other goals include improved control,
automatic reconfiguration, optimization, and human-computer interaction involved in the manufac-
turing process. Below are brief details of some important information architecture point-to-point
(P2P), service-oriented architecture (SOA), event-driven architecture (EDA), and line information
system architecture (LISA).

2.1.1 Point-to-Point Architecture

Traditionally, manufacturers tend to use a client-server architecture that is, adding every new
hardware/function to the server. Each node of the client has information about the server, and the
server has information about the client. The client passes the information to the server, and the server
relaxes the prescribed policy to the required client. This architecture considers a legacy system, which
hardly meets current requirements. The high cost of adopting modern systems forces companies to
use this information model.

2.1.2 Service-Oriented Information Architecture (SOA)

Applications with self-control act as “services”, and each service interacts with each other and
operates based on the latest information received. The key features that make SOA popular are loose
coupling and greater flexibility. Due to the improvement of infrastructure and the optimization of
business processes, it has attracted the attention of academia and industry. Although the genre of
SOA has completely changed the business process, it is combined with the business process, so it pays
more attention to strict timing and resource requirements. The utility of SOA in real-time projects,
where changes or events are considered as a function of time, as the prediction of changes is limited;
it takes longer to start a specific service.

2.1.3 Event-Driven Architecture (EDA)

The centralized control of SOA means obtaining services by restricting loose coupling through
the request control mechanism. Although the later version of SOA2 provided publishing events to
obtain services, which reduced the centralization of services, a centralized mechanism was still needed
to control services and execute them through events. Therefore, an event-driven architecture has been
proposed, centering on events rather than services. Events are generated from perception, without
considering how and where they will be processed. EDA is more loosely coupled and distributed in
control than SOA.

2.1.4 Line Information Structure Architecture (LISA)

LISA is essentially an EDA integrated through messages. The core component of LISA is the
“message bus”, which provides a format and delivers messages through service endpoints. This allows
events to be loosely converted into information. Prototype technology is used to create messages
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from events. This architecture specifies a prototype for each type of event, and then spread it further
through the message bus. LISA provides loosely coupled and distributed systems and its integration
between services through the message bus (the limitation of EDA), but considers deploying a cyber-
physical system to monitor an environment. The system treats sequences as events, and spends a small
amount of time in sensing and computing, and further communication through messages, that is,
sensing, computing and communication have been completed especially when it is done simultaneously
in a strict real-time environment, because reality changes within a fraction of a second. There are
milliseconds between the occurrence of an event and the communication and configuration. For the
implementation of Industry 4.0, cyber-physical systems are the key technology; a brief description is
given in the following.

2.2 System Model

Here we discuss some incompetent terms, such as nodes, surfaces, events, agents, and important
functions to grasp the concepts in this research. The node is an atomic sensing mechanism N deployed
for the focused environment E, capable of sensing a single quantity Q with a series of values. For
example, deploy a node to sense temperature and have a sensing capability from 0 to 180 degrees.
For an analogy, it is defined as the point charge enclosed in the surface, which is responsible for
the charge distribution on the entire surface. The surface is a receiver, responsible for spontaneously
receiving sensory data, and for interpreting the instantaneous state of environment E from the sensory
data of node N. The configuration of the entire system is affected by the state of node N. Since the
node is deployed in a spontaneously changing environment, its instantaneous state has an impact on
the reconstruction of the entire system. Therefore, the receiver is defined as a surface with a charge
distribution on its surface, and any changes in the point charge or around the charge will affect the
reconstruction of the entire system. And, any change either point charge or surrounding of charge
affects the charge distribution on the entire surface. An event is defined as the occurrence of a certain
sequence in the perception data. It is either predefined by the designer or a pattern learned by machine
learning technology that initiates any driving mechanism. The agent in an agent-based system or a
multi-agent-based system acts as an executor and determines actions based on perception data. The
determinism of certain operations based on event definitions.

The complex process in the industrial automation unit will be subdivided (not hierarchical in
nature), and eventually a set of atomic functions defined as distinct functions (DF) will be produced,
and each DF is defined on one or more agents. The functional status of DF is as follows: start,
process and terminate, and interrupt. The configuration is the current state of the associated entity
and should be defined at multiple levels. The configuration level defines the hierarchical structure of
the information flow, that is, the lowest level is from the surface level to the DF level from the DF level
to the assembly level to the administrator level to the user level. Surface level is the surface defined
for node n, and its current configuration is determined by the state of node n. Let us assume that the
surface is defined as ten nodes, then the configuration of the surface will have the state of ten nodes.
For the DF level, each DF has a surface state range defined by the designer as a configuration. The
assembly level means that the assembly automation must have the instantaneous state of the entire
DFs and surface. The administrative user should see the current state of the manufacturing process.

2.3 Cyber-Physical System

According to [16], more than thirty different technologies, as well as the participation of business
and industry models, have achieved Industry 4.0. In essence, Industry 4.0 includes not only evolving
business models, but also engineering and artificial intelligence. Some of the main players are discussed
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here as follows. Cyber physical system (CPS) provides a mechanism to monitor physical processes, the
coordination of physical entities’ perception, calculation, and communication. It is an engineering
system monitored, controlled and integrated by the communication and computing core. CPS is a key
participant in the realization of Industry 4.0 [17] and one of the main participants in providing other
technologies for a wide range of applications such as Industry 4.0, industrial IoT and health networks.
IoT technology is another key participant in the realization of Industry 4.0, which enables physical
objects to communicate with other physical objects. This kind of object-to-object connectivity realizes
the connectivity of systems, services, and physical objects, and realizes object-to-object communication
and data sharing. It can realize the automation of different physical aspects, such as heating, lighting
and remote control. Industry automation through the Internet-of-Services (IoS) in the digitalization
of digital services or service providers can provide services. These services can be provided on demand
around business models, partners, and any service settings. Suppliers provide services and aggregate
them into value-added services because consumers can receive and access communications between
consumers through various channels. Other participants are as follows: augmented reality, augmented
reality, autonomous robots, additive manufacturing, cloud computing, and big data and analysis.

2.4 Significance Data

Data is the most important element of intelligent manufacturing; it can integrate the network
world and the physical world [18]. Data is of fundamental significance for promoting Industry 4.0 from
machine automation to information automation, and ultimately knowledge automation. For a zero-
fault-tolerant manufacturing industry, a fast control cycle is achieved through key data generation and
communication. Faster sharing of data among production plants, operators, value chains, and other
participants is a key requirement of Industry 4.0. Extracting information from data has a leading role
in Industry 4.0, including operational data that is traditionally meaningless. In Industry 4.0, a large
amount of data comes from different sources, namely NCS, IP-based cameras, physical measurement
objects (CPS), etc. Some new concepts have been introduced, especially Industry 4.0, such as the
concept of data bus and industrial data space for processing large amounts of factory data [19]. In
order to understand the proposed model, a brief description of the concept of charge and its flux will
be discussed in the next section.

2.5 Physics of Point Charge Placed in a Closed Surface

Electric flux can be defined as the number of current wires passing through a unit area. The electric
flux from any surface caused by any charge can be determined from its charge distribution. A closed
surface without any source charge has no electric field lines, that is, the electric field lines originate
from the source charge and pass through it. Therefore, if there is no source charge in the enclosed
surface, there will be no electric flux on the enclosed surface. In order to determine the electric flux
that passes through the closed sphere of radius “r” caused by the point charge q, the dielectric constant
εo shown in Fig. 2 defined by Gauss’s law [20] is as follows,

εo = 1/(4πε_o r∧2 ) (1)

Electric flux passing through an area of sphere passing through “A” can be determined by [20],

ϕ = E.A cosθ (2)
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The equation can be transformed into an equation which does not depends upon area and length
as follows,

ϕ = q/εo (3)

where ϕ can be utilized to determine flux approaching towards the area in closed surface.

Figure 2: Electric flux through a closed sphere of a simple Gaussian surface, where R is radius of
surface, �E denotes electirc flux, where n̂ = r̂ shows direction of electric flux, q denotes to point charge
and dA is magnitude of electric flux force [20]

3 Proposed Analogy
3.1 Analogy and Structure Mapping Engine (SME)

Qualitative reasoning is a way of expressing conceptual information, such as the structure of a
physical system, causality, the beginning and end of a process, assumptions and facts that are true,
behaviors of different nature, etc. This analogy is an example of qualitative reasoning. Analogy and
similarity are important aspects of human cognition, affecting everything from visual perception to
conceptual transformation. The comparative model must be able to interact with other processes and
manage the scale and complexity of the representation required by the modeled activity to reflect its
centrality.

Gentner’s structural mapping theory is based on the concept that analogy is the mapping of
knowledge from one domain (base) to another domain (target), which means that the relationship
system established between basic projects is also established between target objects. Therefore, analogy
is a way to discover the commonalities of relationships that have nothing to do with the objects
that contain them. The concept of systematicity is at the core of the mapping process: individuals
prefer to map a predicate system containing higher-order connections, rather than mapping isolated
predicates. In interpreting analogies, systematic principles are structural expressions of our self-evident
preferences for coherence and logical ability. In this framework, other types of similarity matches can
be identified instead of analogies.

3.2 Mapping of Domains

Analogy is defined as the comparison or association between two objects or object systems, which
highlights the similarities; analogy reasoning relies on analogy. Argument by analogy can be defined
as reasoning that infers the existence of another similarity based on the similarity of the citation. The
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ability of human beings to solve problems is based on the ability of analogical reasoning. Analogical
reasoning has always been a distinctive feature of all philosophical, scientific and legal reasoning. It is
the best guide for all philosophical research, and all discoveries are made possible because of it [21].

An analogy is an application of one domain knowledge to another domain based on their relation
similarity devised into a theory or framework for analogy [22,23]. The author, in their framework,
defined analogy as “assentation that relation or structure normally applies in one domain can be
applied to another domain.” Two principles are defined in this analogy creation framework (a)
mapping from source to target based on the relation between objects rather than object-attributes (b)
Relation is defined systematically using higher-order logic. A simple analogy of the water reservoir and
the electric battery can demonstrate abstract similarities required to build an analogy. In this example,
a water reservoir is mapped on an electric battery, as shown in Tab. 1.

Table 1: Gentner’s structure-mapping

Water reservoir Electric battery

Source for irrigation network Source electric network
A reservoir is filled and spilled The battery is charged and recharged
Pivotal position in the network Pivotal position in the circuit
Well defined capacity Well defined charging capacity
Water level Charge level

Knowledge about the reservoir is applicable to battery; there exists a mapping based on similarity.
The similarity in the reservoir battery example is literal similarity. However, Tversky designed a
technique to determine the similarity between two domains, called the Tversky contrast model. Let A
and B be two domains. The similarity between them should be higher than A ∩ B and smaller than
their difference complement, namely A–B and B–A. The structural mapping of knowledge from one
domain to another is based on the three principles defined by Gentner’s structural mapping.

Let A as analogy mapping from a base B to target T can be denoted as the equation shown below,

A : B → T (4)

where B is the domain, and each instance or object has a mapping with the target T. The relationship
between the retention and discarding of individual characteristics and the relationship between objects
can be described in the form of the following equation,

M : bi → ti (5)

M : bi /→ti (6)

M : (bi, bj, bk) → (bi, bj, bk) (7)

Third and last principle postulate of framework is systematicity principle i.e.,

R′(R1(bi, bj), R2(bi, bj), . . . , Rn(bi, bj)) →, . . . , R(R1(bi, bj), R2(bi, bj), . . . , Rn(bi, bj) (8)
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3.3 The Analogy of Point Charge with Sensing Node

The point charge in the closed surface is responsible for the generation of electric flux on the
closed surface, and the flux through the closed surface is only generated by the internal charge, that is,
no external charge is responsible for the internal flux. In order to cope with the large complexity, the
automation system is subdivided into multiple subsystems, which eventually become atomic functions.
Each function has a sensing and actuation mechanism. The point charge is responsible for the electrical
flux and at the same time senses the information flow of the node. Point charges continue to generate
flux, that is, flux is generated in the form of flow, while sensor nodes continue to generate and transmit
data. The point charge defines the boundary, and the sensor node has a clearly defined environment.
Intensity changes change the flux evenly distributed over the entire surface (reflex action), while the
latter perceives changes and broadcasts throughout the system (reflex action). The direction of the flow
of positive charges remains on the outside, while the direction of the flow of negative charges is on the
inside. For sensing, information flows to the outside, and for driving, it flows to the inside. Similarly,
changes in charge intensity will eventually change the entire charge distribution (reconfiguration), and
the quality of a good system determines the accuracy and efficiency of system recovery. The flux value
is highly related to the material, that is, the dielectric constant of the material, and the information flow
is highly dependent on the bandwidth of the communication medium. An analogy is given in Fig. 3.
Although information architecture development should not be hierarchical; however, we designed a
simplified symbolic model and its equivalent description to understand the topic, as shown in Fig. 4.

Figure 3: Hierarchal metaphor analogy
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Figure 4: Scenario for analogy

4 Structure-Mapping Pseudo-Codes

In this section, we formally describe the analogy in pseudocode so that readers can understand it
better. It includes different states of analogy and their counterparts.

Let us define both node and point charges as follows,

N = (s, e, ω, t) (9)

where s is represents the set of states set, e accounts for focused entity, ω is the range of possible sensing
values, and t is the time. However, the point charge is defined as follows,

Q = (q, s, i, t) (10)

where q is charge type and s is denotes surface of the enclosed body, i is an intensity of the charge at
any time t. A change in the state can be defined as follows,

Cs = [0, ω] (11)

where Cs is used to sense the change of node state, and ω is the highest possible value that can be
sensed. The term “event” in the real world is used as a general term to describe free and loose things
and their occurrence. For the scientific term event, it is related to time, that is, the event lasts for a
period of time (no matter how long or how short). For example, the four-year war and the emission
and transmission of photons from the light source within picoseconds are clearly defined events [24].
On the other hand, in information and artificial intelligence, the term “event” is defined as “a change
or sequence of changes in a centralized environment, which has defined and undefined consequences.”

For the traditional event-driven architecture used in information science, events are atomic and
plot in nature (events either happen or not happen, but not in a partial sense). Events have the
properties of initiate, hold, and actuate. The definition of an event is given below,

E1 = {C1, C2, C3, . . . , Cn} (12)
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where E1 defined as sequence of change ∵ E1 �= ∅. Further agent function is defined as follows,

f (c, a) = {(c1, a1), (c2, a2), (c3, a3), . . . , (cn, cn)} (13)

where c is a sequence of change and a action (reflex actions) defined by the developer. The complete
agent function procedure is described in Algorithm 1.

Algorithm 1: Agent function
Start(α, β, τ) ∴ α a saction initiate process β hold resource at time τ

End(α, β, τ) ∴ cease to hold β process after − action α time τ

InitialConditionP(β) ∴ Conditions at starting time τ

actuate(β, τ) ∴ action α actuate d at time τ

τ1 < τ2 time spent in actuation
hold (β, τ) process β holds time τ

terminatetime(τ1, β, τ2 ) a process β begin at τ1 and terminates at τ2

And theoretical actuation sequence is given in Eq. (21) up to Eq. (23)

actuate(, τ) ← Initialcondition(c) ∧ ¬ terminate (τ0, c, τ1) (14)

hold(c, τ2) hold next time

. . . actuate(a, τ1) ∧ starts (a, c, τ1) ∧ τ1 < τ2 ∧ ¬ terminate (τ1, c, τ2) (15)

terminate (τ1, c, τ2)

. . . ∃ a, t [actuate(c, τ ) ∧ τ1 < τ < τ2 ∧ terminate (τ1, c, τ2) (16)

According to the second hypothesis of the analogy (defined as the surface area of the event should
be regarded as the point charge in the closed sphere), this change in the surface area A should be
communicated according to the new next layer, and the new sequence of changes and this event can
be defined as one Group event identification and status, holding resources and time start and end are
as follows,

CE = {(Event_State, βi, terminate)te − time} (17)

while event state can be defined as Start(α, β, τ), End(α, β, τ), InitialConditionP(β), actuate(α, τ), τ1 <

τ2 , hold(β, τ). These change values modify the state variables of the upper layer, thereby affecting the
change events scattered in the entire focusing environment. This not only affects the state value of each
surface, but also modifies the conditions of the agent area A on each enclosed surface as follows,

M : A → T (18)
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The source domain point charge is contained in the closed surface asset A, while the target domain
sensing node is placed in the predefined environmental asset T. The first step of the mapping framework
is to discard the attributpes of the source domain and the target domain, which are defined as follows,

A(q, ε, s, i, fl) ]− /→A′[ (n, θ , a, s, ch) (19)

where q stands for a charge, ε is the permittivity of the medium, s is surface, i is the intensity of medium
fl accounts for electric flow lines. Moreover, n is the sensing node and θ is bandwidth limitations, a
is the area of focused environment, s is set of states predefined, and ch is defined as channel medium.
We now define relationships in the following,

R(q, i), (ε, i), (s, fl) ]→ R′[ (n, s), (θ , s) (20)

Final systematic mapping of attributes from source to target is shown as follows,

R{R(q, i), R(ε, i), . . . ,} → R′{R′(n, s), (θ , s), . . . ,} (21)

5 Discussions

Reconfiguration is the basic requirement of CPS-based industrial automation environment.
The smart grid environment enables the system to communicate reconfigurations in the event of
unpredictable sudden and random changes. These changes need to be communicated to the entire
system at a higher speed because electrical phenomena appear faster in the system. Therefore, the
entire system needs to be configured and reconfigured on the fly. For an uncertain environment where
the product line should be highly personalized, with minimal cost and time constraints, solutions
for information generation, flow, and result calculation should meet hard real-time standards. The
realization of cyber-physical systems for industrial automation utilizes an event-driven architecture
based on multi-agents. The change and generation of an event need a spontaneous mechanism to
propagate through the network and calculations. This research provides a solution similar to the
propagation of electric flux through a closed surface. With the charge distribution as the configuration
of the system, any change in charge will immediately change the charge distribution on the entire
surface.

This analogy provides a theoretical basis for the development of information architecture based
on the physical phenomenon of the electric flux passing through a hollow sphere (Gaussian sphere)
due to a point charge. Because the information architecture of the smart grid system needs to meet
multiple requirements of information, so that the system can detect, react and actively respond to
changes in the system at the same speed when power occurs. This analogy will provide the basis for the
development of information architecture with the ability to report electrical phenomena at the rate of
occurrence.

6 Conclusions

This research paper provides an analogy of current passing through a charged hollow sphere
due to a point charge. Each node is similar to a point charge, and its surface is similar to the next
layer of nodes. Electric flux is similar to the communication channel between nodes. This analogy
is based on the fact that every Gaussian sphere retains the same charge. For simplicity, we use an
example of a smart grid, where the information requirements are difficult to implement in real time.
The smart grid system is a conceptual power system that can realize bidirectional current. Its digital
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communication supports real-time detection, reaction and proactive action on any changes in the
entire system, and has self-repair capabilities. It also supports instant communication with suppliers
and consumers. The smart grid system needs an IA that supports communication requirements to
report the hard real-time changes that follow the power in the system. In addition, smart grid systems
need to report changes on either side of the system (i.e., consumers and suppliers) in order to configure
and reconfigure the system based on changes that occur. This research provides a solution for a
spontaneously changing environment, which defines changes and their sequence (events) and the
mechanism of configuration and reconfiguration; as for the concerns, it is recommended that the
work divide them into two categories, (pre-determined and undecided). Our analogy provides an
interesting opportunity for the development of a modern I.4-based system that can realize instant
configuration and spontaneous information exchange for real-world data requirements, especially the
realization of hard real-time implementation. We use the well-known Gentner framework to prove
the analogy and the structure mapping engine framework to support the evidence of proof. The
mapping of the point charges enclosed in the enclosed surface as the source and sensing nodes/process
components in the environment has a maximum value, but is within the boundaries of Gentner’s
analogy mapping framework. The analogy we propose provides a more general idea for building the
information architecture of such systems in a dynamic environment.
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