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Abstract: In this era of electronic health, healthcare data is very impor-
tant because it contains information about human survival. In addition, the
Internet of Things (IoT) revolution has redefined modern healthcare systems
and management by providing continuous monitoring. In this case, the data
related to the heart is more important and requires proper analysis. For
the analysis of heart data, Electrocardiogram (ECG) is used. In this work,
machine learning techniques, such as adaptive boosting (AdaBoost) is used
for detecting normal sinus rhythm, atrial fibrillation (AF), and noise in ECG
signals to improve the classification accuracy. The proposed model uses ECG
signals as input and provides results in the form of the presence or absence
of disease AF, and classifies other signals as normal, other, or noise. This
article derives different features from the signal using Maximal Information
Coefficient (MIC) and minimum Redundancy Maximum Relevance (mRMR)
technique, and then classifies them based on their attributes. Since the ECG
contains some kind of noise and irregular data streams so the purpose of this
study is to remove artifacts from the ECG signal by deploying the method
of Second-Order-Section (SOS) (filter) and correctly classify them. Several
features were extracted to improve the detection of ECG data. Compared with
existing methods, this work gives promising results and can help improve the
classification accuracy of the ECG signals.
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1 Introduction

In order to fulfill the body’s needs such as oxygen supply and nutrition, the heart is the main
organ located in the chest and assists the entire circulatory system inside the body. The heart has four
chambers. The upper two chambers that are responsible for receiving blood are called atria, and the
lower two chambers that discharge blood are called ventricles. In the ordinance that separates the left
and right atria and the left and right ventricles, nerves walls called septum are used [1]. In the right
atrium, there is a node that produces a heartbeat, called the atrial node (or SA node). In the human
heart, the process from the end of a heartbeat to the beginning of a new heartbeat is called the cardiac
cycle. The cardiac cycle has two phases of contraction or depolarization and diastole or repolarization
[2]. Systole is a period when the ventricles contract to empty all blood on the other hand, extra-cardiac
diastole is part of the cardiac cycle, during which the heart is emptied and refilled with blood during
the systolic and repolarization period. Doctors can use electrodes and a suitable device called an
electrocardiogram (ECG) to capture the signal produced by the pacemaker. The electrocardiogram
is one of the most integrated and important methods for studying the electrical signals produced by
the heart. An ECG is a diagnostic tool that can measure and record the electrical activity of the cardiac
cycle in impeccable detail. It records the heart’s electrical pulses in vivid graphics.

Auxiliary stimulation of the nerve impulse of the heart is used to generate an electrocardiogram.
ECG is explained by using waves, intervals, and segments. In ECG, a wave can be described as
any positive or negative deflection from isoelectric line (a straight line with no positive or negative
charges in the ECG to produce deflection), which represent specific electrical events. They are also
representatives of different electrophysiological events in the cardiac cycle. A normal ECG consists of
P, Q, R, S, and T waves [3]. QRS waves collectively made the QRS complex. When the upper chambers
of the heart contract they produce P wave. QRS complex refers to the depolarization of the ventricles.
Since the myocardium is also repolarized, they induce T waves when the lower chambers of the heart
are electrically resting [4]. A segment can be defined as the length between two specific events of
the cardiac cycle (between depolarization and repolarization. The duration between these events that
describes the period of time is called the interval. The interval includes one or more waveforms and
one segment. When these waves are generated irregularly, they describe the presence of arrhythmia.

A condition where the depolarization is very high and the heartbeat is fast or the heartbeat is low
and irregular is called arrhythmia. There are two basic types of arrhythmias. Bradycardia is the point
where the pulse is too low- Less than 60 beats per minute. In this regard, tachycardia can be identified
as a point where the heart pulse is too high-more than 100 heartbeats per minute. If it is more extreme, it
can lead to cardiovascular failure or death [5]. Heart arrhythmias demonstrate the vast majority of the
cardiovascular issues that may prompt chest pain, heart failure, or sudden cardiac death [6]. One of the
most common tachycardia arrhythmias that widely affect the population is Atrial Fibrillation (AF).
AF is detected when there is an irregular flow of ECG waveforms, that is, when atrial contractions
experience chaotic electrical impulses (these are waveforms generated in a rapidly uncoordinated and
weekly manner). AF is defined as “irregular supraventricular tachycardia (SVT) with no p-wave and
duration > 30 s” [7]. It occurs in 1% to 2% of the total population and can cause heart attacks, heart
failure, and other complex heart diseases.

In the United States, it is estimated that more than 5 million people have AF, and the prevalence
of this arrhythmia will increase with age in the next ten years [8]. In order to reduce the risk of stroke,
patients should be treated with anticoagulants appropriately. ECG is currently the best quality detector
for detecting the presence of AF, because it can accurately obtain the electrical activity of the heart.
Irregularities in the ECG waveform, such as the absence of P waves and abnormal RR intervals, can
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detect AF arrhythmia [9]. Nowadays, signal processing can basically be found in any ECG evaluation
framework, and it has truly verified its importance for completing the improved analysis of a large
number of heart diseases [10]. Over the years, from the perspective of ECG signal-based analysis,
the study of heart beat-to-beat time variation (called heart rate variability (HRV)) has been deeply
considered [11]. From various electrocardiogram signals, HRV is a feature extracted to better identify
cardiac abnormalities and diseases.

AF can be detected in two ways by analyzing atrial activity or by examining methods based on
ventricular response [12]. In the atrial activity analysis method, AF is detected by analyzing the absence
of P wave or the presence of fibrillating f wave in the TQ interval. On the other hand, the ventricular
response method is based on the analysis of the interbeat time (“RR interval”) of the QRS complex.
In the past, many techniques have been applied to predict AF arrhythmia, but this field is still lacking
because most of the proposed algorithms and techniques are based on ventricular response analysis
methods, which are usually used to clean data by eliminating noise signals. Techniques based on atrial
activity analysis are also applied, but their algorithms are not sufficient to deal with noise, because
noise is the main factor in the method, so the results provided by these techniques are inefficient and
less accurate. The electrocardiogram signal is either affected by external sources or by morphological
processes that occur in the human body that cause noise. There are two types of noise in ECG signals.
The noise generated by the movement of the patient or the recording cable is called baseline wander
(BW) and has a low power frequency. The noise caused by EMG and power line interference refers
to Gaussian white noise, which has a normal or high-power frequency [13]. In this study, we classify
ECG signals as AF and other arrhythmias, and we will apply techniques to remove noise from ECG
signals. Since the ECG signal contains noisy data, it may produce unexpected and erroneous results.
The data set we used for this research is Physionet/Computing in Cardiology Challenge 2017 [14]. This
research has the following key contributions.

• We propose a method to remove noise from ECG signals by using Second-Order Cross-Section
(SOS) filter to improve the accuracy of the data set. In this regard, we extracted a set of features,
including morphology, statistics, HRV, AF, noise, and other rhythm-related features.

• We improve the classification accuracy by implementing a multi-layer model method of binary
classification instead of a single-class model, because it provides degrees of freedom in the
selection of features and classifiers for each binary classification node.

• We verified the accuracy of the proposed technology while analyzing the ECG signal through
a large number of medical records. Compared with existing solutions, the proposed technology
has achieved gratifying results because the classification accuracy of all categories (F1n, F1a,
F1o, and F1p) has been improved, which can help the sensor-based healthcare industry to
identify more accurately cardiovascular diseases.

The rest of the paper is organized as follows: Section 2 briefly introduces related work. Section 3
details the proposed method. Section 4 evaluates the proposed algorithm and discusses the results.
Finally, Section 5 concludes the paper by identifying limitations and future work.

2 Related Works

This section contains information about the achievements and an overview of ECG analysis
and classification. In addition, it covers the different techniques used in ECG analysis. Since the
development of this field, a lot of work has been done in various branches and fields of ECG analysis.
However, the key artifacts are described below.
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2.1 Techniques for Noise Removal Only

For electrocardiogram analysis, some studies are only devoted to processing and removing the
noise in the electrocardiographic. In [15], the authors proposed the delay error normalized LMS
(DENLMS) to remove high frequency and Channel noise. In [16], the authors deployed to replace
noise it sets a threshold, and after detecting noise or missing values, replace these values with the
appropriate threshold. The results show that the noise replacement technique is more effective than
just filtering the noise and also produces more accurate results. This method is used for noise generated
in wearable sensors, but the model provides a better alternative instead of removing the noise value.

2.2 Techniques Based on Inappropriate Features

Most existing methods (e.g., [1,17–19]) are model to ignore irregular Data flow. These models
do not classify the noise classes and just discard the waves with irregular flow, which also reduces the
length of the signal. In addition, these technologies only use QRS complexes from various ECG signals.
The article proposes an algorithm to identify the RS slope from the QRS complex [20]. This algorithm
uses five data channels to process different types of signals, even noisy signals. But for preprocessing,
they use a very basic filtering method of moving median and mean and Butterworth linear low-pass
filter. This article does not classify the signal, and the noise removal technology is also insufficient.
Authors of [21] used a powerful method to distinguish between normal and irregular recordings. The
proposed model initially loads an ECG file and converts the ECG signal into an envelope diagram.
These envelope maps are then used to detect QRS complexes from the original ECG signal. If more
than four complexes are detected, these signals are considered to be noisy and the process is terminated.
None of these techniques were used to deal with noisy recordings, they were simply rejected.

2.3 Noise Classification Techniques Without P Wave

In the past, some studies on ECG analysis used P&T (Pan-Tompkins detector). By using this
detector, they retained the R peak, where only the r peak was used to classify the ECG signal, and
some of them only used the Rr interval for ECG analysis. In [22,23], the author used a third-order noise
removal technique called Butterworth and a median low-pass linear filter. In [24], proposed systems
are also applicable to RR but their models are different. These systems have used a combination of
three methods, called phasor transform, continuous wavelet transform (CWT), and S transform, with
two median filters called wavelet Wiener and Pyramid for noise processing. Paper [25] and [26] use
a QRS complex-based model that includes characteristics from the QRS complex, such as skewness
and kurtosis, to assign ECG waves. The noise model used in the study [25] is a Butterworth filter,
and [26] uses LMS Adaptive filter Least Mean Square (LMS delay error normalization. LMS uses an
extended version of DENLMS to remove noise. Paper [6] proposed a new noise removal model based
on band-pass filter, segmentation and labeling, and scaling. But this model only extracts features based
on r peaks and ensures the validity of the RR interval. Another valuable method in the past is [27],
which uses a convolutional neural network (CNN) includes primary and secondary models. Their
classification method detects QRS complexes and then uses the signal quality index (SQI) to analyze
the signal quality. If the signal category is too low, it marks the signal as a noise segment, otherwise
it processes the spectrogram into batch normalization and then performs post-processing, but the
technology does not train their model for noise signals. Paper [28] also used SQI technology for noise
classification and Savinsky-Golay filter for preprocessing. The main problem with all models proposed
in this context is that they only ensure R waves and do not care about keeping other waves, which can
lead to misclassification of other categories, because other waves also matter while scrutinizing the
ECG.
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2.4 P Wave-Based Noise Classification Methods

Researchers are also committed to extracting features of QRS complex and P wave. Paper [29] uses
classical analysis to explore the rules of P wave and ventricular utilization accumulation RR responds
at intervals. For preprocessing, they use existing methods along with MATLAB. Similarly [30] also use
atrial activity and ventricular response for classification. The author performed wavelet multifractal
and symbol analysis to obtain a regular ECG waveform. For ventricular analysis, they used the old
P&T detector technology. Paper [31] proposed a technique that follows the same strategy, which is
suitable for atrial and ventricular response characteristics. The moving average filters are used to detect
baseline drift and low-frequency noise signals for de-noising, and they use wavelet transform methods
to cut off high-frequency irregularities. The authors of [32] also experienced a different method. They
extract different features and apply R peak detector by setting thresholds on the basis of these peaks.
They further detect all other waves if any Peaks do not match their set threshold they mark them as
noisy. Paper [33] also suggested that morphology and HRV characteristics are most important when
analyzing ECG. If RR interval is greater than 2 s, this study marks the waveforms as noisy. In the
context of HRV feature-based analysis, paper [34] describes a QRS detection algorithm called “gqrs”
to generate HRV signals. For noise processing, this work uses the “double median filter” and the “taut
string linear approximation method”. These technologies respectively eliminate baseline drift and
reduce the influence of abnormal signals. Paper [35] use two-layer binary classification and a simple
spectrogram-based method to identify noise and extract ventricles, atria, and HRV and morphological
features. This model marked RR intervals with high spectral power above 50 Hz as noisy and rejected
them before further processing. All these studies have some shortcomings, for example [31] and [30]
only use P&T for QRS, which alone is not enough for better analysis and classification of ECG.
Similarly [32] detect all waves based on R, which leads to misclassification and inadequate results.

3 Proposed Methodology

This section contains information about the tools, methods, and materials used to conduct the
research. In addition, it also details the system processes for performing data analysis and operations,
including data collection, data processing and extraction.

3.1 Data Set for ECG Signal

The data set used in our research comes from [14]. The data set contains 8,528 different single-lead
ECG records. In these 8,528 records, 5154 are normal types, 771 are AF, 2557 are other types, and 46
are noisy. The frequency used to sample these records is 300 Hz. These signals are based on binary data,
where time is measured in seconds on the x-axis and amplitude is measured in milliamps on the y-axis.
The normal category contains data of normal ECG waveforms, AF contains data about patients with
atrial fibrillation disease, and the noise rhythm contains very irregular data that cannot provide any
information. Fig. 1 shows the proposed methodology, which includes multiple steps detailed below.

3.2 Preprocessing

Preprocessing the electrocardiogram is a technique to remove different kinds of artifacts from
the electrocardiogram. Past research on P&T algorithm [25] and spectrogram technique [35] are not
enough, because spectrogram represents time as a sine wave that is not localized in time and does not
represent abrupt changes. Therefore, in this study, we use Second-Order Cross Section Filter (SOS).
This SOS contains high-pass and low-pass filter orders. It performs band-pass filtering by removing
the low-scale coefficient of the low-frequency signal, and eliminates the high-scale of the waveform
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with too low frequency. In order to further remove the noise in the signal, it will create a waveform
closer to the ECG signal, thereby preserving the QRS and P and T waves. In addition, the signal
length remains the same, and a well-reconstructed signal is generated. Fig. 2 elaborates the process of
preprocessing.

Figure 1: Architecture of the proposed methodology

Figure 2: Transformation phases of the ECG signal

3.3 Identification of ECG Waves

This module is used to detect ECG waves including P, Q, R, S and T. Pan & Tompkins algorithm
is used for detecting and identifying R waves. After detecting the R wave, we identified other waves
on the basis of it. The P wave is complementary, and the R wave is detected as the maximum value,
which is called the maximum value because the maximum value is higher than the two edges of the R
peak. The salient minimum, called the minimum of the R wave, is detected as the Q wave because it
is the most prominent low on both sides. After this extreme value, the R peak is used to detect the S
wave and T wave. Since extreme values also have maximum and minimum points on both sides, the
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minimum value in this recognized extreme value is called an S wave with high amplitude. On the other
hand, the maximum point of this extreme value is detected as T wave.

3.4 Extraction of Features

Since we have discussed that the purpose of this study is to classify ECG signals into one of four
categories, in the direction of achieving this goal, we extract features from data signals. After extracting
the features, we store them in cells, which help us to classify the signal. According to the characteristics,
these features are divided into the following categories.

3.4.1 Morphological Features

The structure of ECG waveforms varies, so in order to classify them, information about their
structure needs to be extracted. In terms of morphological features, we extract features based on
the ECG waveform, such as the segments and intervals of the height, width, and depth of the ECG
waves. Therefore, the features extracted in this context are the slope and variance of the interval in the
ECG, including ST, RS, and QR. In addition, these features include the depth of all segments in the
ECG and the depth of the ECG waveform. In addition, the features in this context are the average,
median, and range of ECG intervals, segments, and slopes. Since morphological features have data
about the structure of the ECG signal, this data can be used to predict normal, abnormal, and other
categories that contain irregular intervals, so the Model 1 classifier can use it to classify normal and
other categories. It also includes SOA (structure-oriented functions) capabilities.

3.4.2 State of the Art AF Features

AF represents irregular ventricular response, so it can be detected as irregular R peaks in ECG,
and it does not have P waves. This module detects different features from existing technologies, includ-
ing AFEvidence, raw count, irregular evidence, pace count, density evidence, anisotropy evidence,
and AFEvidence from RR interval [36]. More features are extracted in this context, some of which are
based on sample entropy, while others are related to RR and delta RR intervals. The features extracted
from these are their coefficients and variation.

3.4.3 Time Domain Features of HRV

In ECG, we have a variety of heart cycles, so we can measure their distance, which leads to a
heartbeat in HRV. HRV features include features about intervals, such as standard deviation (SDSN),
SDSD (standard deviation of successive differences) features. We extract features in this context based
on RMSSD (Root Mean Square of Continuous Differences). nn50 The number of consecutive NN
pairs with a difference of more than 50 ms pnn50 NN50 divided by the ratio of the total number of
50 ms nn20 Paired continuous NNs with a difference of more than 20 milliseconds pnn20 [37].

3.4.4 Statistical Characteristics of RR Interval

This module is about extracting the characteristics of the RR interval statistical measurement.
These statistical measures include the average, median, maximum, and minimum of the RR interval.
These features also include irregular intervals called RR interval skewness and features including large
intervals called kurtosis. Some other extracted features are variance, RR interval range, and dRR (delta
RR) interval.
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3.4.5 Features from Frequency Domain

In the context of visualizing HRV features, Poincare plotting technology was sued. For this
purpose, Poincare features are tested, which represent how the prediction of the next RR interval is
predicted by the previous interval. In addition, the frequency analysis of the ECG signal is also carried
out in this section. For this frequency analysis, a technique called Time Fourier Transform STFT is
used.

3.4.6 Features from Delta (RR) and RR

In this module, the probability density estimates of RR and incremental RR intervals are
extracted. It includes skewness, kurtosis, and other characteristics. Other characteristics include
maximum distance, minimum distance, and length, or the number of peaks between RR and delta
RR.

3.4.7 Features for Other Rhythm

To describe categories other than AF, normal and noisy features are used, such as irregular R
peaks, abnormal duration of R peaks, slope, segmentation, increased and abnormal heart rate.

3.4.8 Features Regarding the Noisy Rhythm

Any abnormality of the ECG peak and any sudden changes in structure reveal noisy segments.
Therefore, in order to detect the features of these segments, the features including the amplitude and
variance based on the QRS complex and other peaks are extracted from the frequency domain and
the time domain. Because of this amplitude and variance, the noise segment can be detected more
accurately, because the noise segment is nothing more than the change in the peak amplitude and
variance in the ECG.

3.5 Features Selection

Feature selection is more important because all results are based on the selection of extracted
features, which can eliminate irrelevant features, and can discard duplicate features and store them
in only one file. we used well-known tools to select the most relevant features, namely the maximum
information coefficient (MIC) and the minimum redundancy and maximum correlation (mRMR)
techniques [35].

3.6 Classification

In this study, we use AdaBoost (Adaptive Boost) for classification. This is a machine learning
integration technology based on boosting. Based on the work of AdaBoost, a similar task was
performed in our research. Classification is performed on different layers by using different AdaBoost
models. Different models of the classifier take different metrics on the data and train on these data
to obtain better results from weak classifiers and at the same time enhance poor classification results.
This method will generate a robust classifier by introducing inadequate, unskilled and weak classifiers.
Due to its user-friendly interface and multiple built-in data analysis technologies, all feature extraction
and classification are performed in MATLAB. In order to obtain the classification results and check
the performance according to accuracy, F1 for each of the four types is defined in the following. In
this regard, F1 for normal rhythm can be written as,
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F1(n) = (2 × Nn)(∑
N + ∑

n
) (1)

F1 for AF rhythm is calculated as follows,

F1(a) = (2 × Aa)(∑
A + ∑

a
) (2)

F1 for other rhythms is given by,

F1(o) = (2 × Oo)(∑
O + ∑

o
) (3)

and, F1 for noisy signal is defined as follows,

F1(p) = (2 × Pp)(∑
P + ∑

p
) (4)

For F1n in Eq. (1), Nn is the number of normal instances classified as normal by both the reference
and prediction classifier,

∑
N is the total number of instances in the reference category, and

∑
n is the

sum of all instances classified as normal by the classifier. For AF in Eq. (2),
∑

A is the total amount
of data represented by the reference classifier as AF, and

∑
a is the total amount of classified data

predicted as AF by the proposed classification method. For Eq. (3), Oo in the other rhythm formula
section has the number of instances predicted as ‘other’ class by the referenced and proposed classifier.∑

O represents the aggregated instance of the other class by the reference classifier, and
∑

o has the
total amount of data predicted by the classifier to be the other class. In F1p in Eq. (4), Pp is the number
of Noisy instances that are predicted by the reference and working classifiers and labelled as Noisy. On
the other hand,

∑
P has the total number of instances classified as Noisy by the reference classification,

and
∑

p represents the total number of instances predicted by the working classifier.

4 Results and Discussions

This section provides detailed information about the experiment and interpretation of the results.
In the experimental analysis, we used Matlab to analyze the ECG data through signal processing
because it is the most important technique for analyzing ECG waveforms because ECG waves are
sometimes in a continuous and episodic rhythm with the help of signal processing. In this regard, we
perform feature extraction after performing preprocessing to clean the ECG signal. In past research,
the features of ECG classification were to extract general types of features, such as RS slope, QRS
complex, and heart rate. These features are not enough when we need to divide the signal into four
categories. We, therefore, extracted some other features to support “Other” and “noisy” classes to
improve the accuracy. The classification is performed after obtaining the numerical characteristics of
the features. In order to obtain more accurate results, we used AdaBoost (Adaptive Boost) with a
multi-layer method for classification.

4.1 Preprocessing

Preprocessing experiments are performed to obtain pre-processed ECG signals and to remove
baseline drift, other high-frequency and low-frequency artifacts. The ECG waveform has sporadic
data streams, which contain noise fragments (only the coefficients of extremely high frequency and
extremely low frequency), which cannot be classified more accurately, and often produce wrong results,
so this step in our experiment helps to improve result. As a result of this, we get bpfecg (bandpass
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filtered electrocardiogram). After getting bpfecg, because the ECG does not have all the artifacts, we
get the filtered form of the ECG signal as shown in Fig. 3. We observed that the ECG we get is in a
state in which the lower scale coefficients of the high-frequency signal and the higher scale coefficients
of the waveform with too low frequency are eliminated. In addition, the waveform closest to the ECG
signal is created, all waveforms are preserved, and the signal length remains the same.

Figure 3: Filtered ECG signal after noise removal

4.2 P, Q, R, S, and T Detection

In order to obtain the PQRST wave, we follow the maximum and minimum method discussed in
the methodology which leads us to identify these indicators and then detect all waves from the ECG
signal. Fig. 4 represents the indexes we get in the form of P, Q and S. After these values and indexes are
displayed in the graph, the P, Q, R, S and T points are detected and identified in the ECG as flaunted
in Fig. 5. If the ECG can be distinguished effectively, the system can predict the result more accurately.
In the existing techniques, only the three-wave QRS complex is the center wave, and the classification
is based on this complex. This is not enough to get better results, because all other waves will also
affect the output. Therefore, we aim and hit all waves to obtain more accurate results.

4.3 Feature Extraction

In Fig. 6, we have obtained some RR and deltaRR (dRR) interval values since features such as R
wave and its interval play an important role in this classification. After outputting the form of feat1,
the values of AF evidence (AFEv), the coefficient of variation of RR (CVrr), and the coefficient of
variation of dRR (CVdrr) are observed as -11.0000, 0.0443, and 0.0315, respectively.
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Figure 4: ECG index: (a) P wave index, (b) Q wave index, (c) S wave index

These statistical measurements also help us in the classification of noisy categories and all other
categories. Through these extracted features, we can locate the position of the ECG wave, we can
detect the location where the P wave does not exist, or we can say that P is zero as expressed in Fig. 7
to detect a specific category. In order to detect the regular and irregular flow of ECG waves, we need
to extract the PP and RR indexes so that the system can accurately make decisions on noise and noisy
categories. This can be achieved by using the PP and RR index features interpreted in Fig. 8. It will
help the system understand how the duration between R streams exists and how its frequency and
other data streams change before and after R. All the features extracted in the experiment use MIC
and mRMR technology to help us extract the most relevant features without any redundancy. Figs. 6,
7 and 8 show the statistical measures of ECG streams, which are of great significance when classifying
ECG because they extract these features to predict the skewness and kurtosis and most other relevant
and basic features. We train our model to produce better results with more enormous features.

4.4 Classification

Experiments are performed with the training data and the verification data given by the challenge
to check the verification of the system. By using the formula, we have F1n = 0.9764 on the test
data and a score of 0.99 on the training data. In addition, the overall accuracy of F1 is 0.9613. We
score F1a = 0.9592, which ranks higher compared to other technologies. Our proposed work score of
F1o = 0.9482. The classification accuracy of our proposed work on noise segment is F1p = 0.8571.
The confusion matrix of the training set and the validation set are shown in Fig. 9. The highlighted
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cells (in the Normal, AF, Other, Noisy) row and column represent data that our classifier has correctly
predicted.

Figure 5: P, Q, R, S and T waves

Figure 6: RR Interval
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Figure 7: Zero position of P wave

Figure 8: PP and RR index

Figure 9: Confusion matrix obtained on validation and training sets (a) Validation set (b) Training set

Fig. 10 shows the comparison between the proposed technique and other techniques in terms of
classification accuracy of F1n, F1a, F1o, and F1p results. We observe that our technique is superior
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to other techniques because the classification accuracy of F1n, F1a, F1o, and F1p is higher. This is
because our method uses SOS filters to remove noise from ECG signals and extract many features,
including morphology, statistics, HRV, AF, noise, and other rhythm-related features. This provides
evidence for our framework to clean up the signals in the ECG structure that are more likely to be
wavelets, carefully detect all waves present in the ECG, and extract classification features that do not
have any redundancy. It turns out that our framework ranks higher compared to other technologies,
and it also shows that our multi-layer model for binary classification provides better results compared
to the single-layer model. Most of the top-ranked techniques (see Fig. 10) are considered for this
comparison. The simulation results prove that our proposed work ranks high in the classification of
all categories.
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Figure 10: Archived accuracy of the proposed technique compared with different techniques

5 Conclusions

Heart disease is a very common health disorder in every society, and its diagnosis or testing plays
an important role in saving the lives of millions of people around the world. Atrial fibrillation is
one of the most important cardiovascular diseases and has received great attention from computer
science and engineering disciplines to automatically detect it with the help of different algorithms.
However, this is a challenging problem due to identification issues and low accuracy. In this paper, we
proposed an effective method to extract the most relevant and novel features from the medical data
of binary ECG signal. These features are morphological, state-of-the-art AF, time domain and HRV
features, including SDSN and SDSDS. The other features extracted are the statistical features of the
RR interval, the features from the frequency domain, and the features from the probability density
estimation of delta (RR) and RR. These derived features are then selected through cascaded feature
selection to classify the ECG signals of the normal, AF, other, or noise categories that form the specific
instance of the data set. Extensive experiments have been conducted with publicly available ECG
waveform data sets. Compared with the previous literature, the classification accuracy of the proposed
technique shows improved results in all categories including F1n, F1a, F1o, and F1p. This work will
also provide strong support to the sensor-based healthcare industry, which will focus on continuous
patient monitoring systems in the future. This work can also be extended to the identification and
classification of many other heart diseases, especially the irregular streams associated with non-AF
arrhythmias.
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