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Abstract: Due to limited depth-of-field of digital single-lens reflex cameras,
the scene content within a limited distance from the imaging plane remains
in focus while other objects closer to or further away from the point of focus
appear as blurred (out-of-focus) in the image. Multi-Focus Image Fusion
can be used to reconstruct a fully focused image from two or more partially
focused images of the same scene. In this paper, a new Fuzzy Based Hybrid
Focus Measure (FBHFM) for multi-focus image fusion has been proposed.
Optimal block size is very critical step for multi-focus image fusion. Particle
Swarm Optimization (PSO) algorithm has been used to find optimal size
of the block of the images for extraction of focus measure features. After
finding optimal blocks, three focus measures Sum of Modified Laplacian,
Gray Level Variance and Contrast Visibility has been extracted and combined
these focus measures by using intelligent fuzzy technique. Fuzzy based hybrid
intelligent focus values were estimated using contrast visibility measure to
generate focused image. Different sets of multi-focus images have been used
in detailed experimentation and compared the results with state-of-the-art
existing techniques such as Genetic Algorithm (GA), Principal Component
Analysis (PCA), Laplacian Pyramid discrete wavelet transform (DWT), and
aDWT for image fusion. It has been found that proposed method performs
well as compare to existing methods.

Keywords: Fuzzy logic; multi-focus image fusion; defocus; focus; contrast
visibility; focus measure

1 Introduction

There is a significant role of image fusion in current state of the art technology such as
Robot Vision, Object Recognition, Target Detection, Satellite Imaging, surveillance and medical.
The aim of the image fusion is to construct a single image that can get maximum details from
the input images having different focuses [1], similarly in block-based fusion techniques, the focus
quantification in the image blocks is done using several types of features such as Sum modified
Laplacian (SML), Variance, Energy of Image Gradient and Spatial Frequency (SF). The image
fusion process is conducted at pixel level under the spatial domain by observing such laws, while
the transformed domain gets the advantage of properties prevailing at various resolution levels. In
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Section 2 on centered and defocused image creation, an overview has been discussed in depth. At
the pixel, accessibility and judgment levels [2], the synthesis of information can take place and has
its own limits. Fusion at pixel level is done under some rules. In feature-based fusion techniques,
feature values of the respective blocks of images are computed and the winning block is chosen
for the fused image.

Several multi-focus image fusion techniques have been reported in the literature including
image fusion using Laplacian pyramid [3], image fusion using PCA [4], image fusion based on
wavelet transform [5] and image fusion based on advanced DWT [6]. Wavelet transform has
the advantage of providing directional information over pyramid decomposition that can provide
resistance to intense changes in the input images. However, it is linear in nature [7] and signal
decomposition loses the original data [8].

PCA based techniques are computationally efficient, but they do not generate the required
results for all datasets. Edges become flat in low pass filtering of wavelets and cause decreased
contrast in the fused image. SML-based fusion techniques generate better results, but there are
computationally expensive [9]; this problem is tackled using bi-lateral gradient-based sharpness
criterion. In the recent literature, for multi-focus image fusion in multi-scale environment, we
can see many techniques such as discrete cosine harmonic wavelet transform (DCHWT) [10],
DCT using variance and consistency verification [11], adaptive block in wavelet domain [12],
cosine transform (DCT) using variance [13], guided image filter (GFF) and cross bilateral filter
(CBF) [14]. It is important to mention that these techniques are computationally expensive. Fused
images generated by DCHWT may suffer from the problem of blocking effects and use of
adaptive blocks in DWT may affect in generating better fused images. In [15], a new criterion of
sharpness is proposed to enhance the perception of scene using multi-focus image fusion based
on multiple images. The morphological wavelet operations are performed for multi-focus image
fusion and results are evaluated based on image gradient in [16]. In [17], the salient image regions
are detected using segmentation, compression and objection recognition techniques. The weight
map is constructed to identify visually important regions in [18]. In [19], the gray-level similarities
and geomatic similarities at pixel level are exploited for multiple image fusion. The hierarchical
pyramid approach is used in image fusion to preserve the visual perception in the image in [20].

Information extraction from the image may involve different phases, for example image
enhancement, restoration and segmentation. It is essential that the image during the processing
should remain clear, especially those parts of the image that contain important information.
These processing requires an all-in focus image. Due to same limitations of the image acquisition
environment, the images captured are not all-in focus. These can be due to external and internal
restrictions of the image acquisition instruments. Some of their limitations are low lighting
conditions, limited focusing power of the cameras and motion of some objects within the scene.
These can cause blurriness in the acquired image. Consequently, some of the parts in the acquired
image get defocused making the necessary details obscure. One of the possible solutions is image
fusion. It is the process of consolidating all partially focused images of the same scene into a
single composite image. In Fig. 1, basic image creation process has been shown based on paraxial-
geometric optics. In Figs. 6 to 10, show some pairs of multi-focused images. Light rays from any
point P of an object in the scene fall at lens following their deflection them to converge at point P′
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on the image plane. Location of point P and its position P′ on the image plane are defined by
eminent Gaussian lens formula as given below.

1
f
= 1
u
+ 1
v

(1)

Here f represents focal length. u And v are displacement of object and focused image from
the lens plane, respectively.

The location of a point in the focused image can be distinctively identified based on its
radiance and location in the scene hence the locations of point within object and its image are
similar. It reveals the fact that a focused image is generated if the image detector matches with
the image plane, and this is s = v situation. In s = v situation, we get a clear image P′ of the
point P in the scene but a blurred image P′′ is created as when s! = v shown in Fig. 1. These
parameters f , s and v specify the amount of business in a defocused image. The formation of a
defocused image has been shown in Fig. 2. Based on the attributes s, f and aperture diameter D,
the parameters of camera can be defined using following equation.

e= (s, f ,D) (2)

Figure 1: Image creation mode

Figure 2: Defocused image
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Typically, the sensors are planer image detector like CCD arrays i so if the objects are curved
in shape; the image will be partially focused and partially defocused. This suggests that certain
parts of the picture are in focus while the others are out of focus.

Based on Gaussian model, defocused image represented by g(x,y) can be modeled by con-
volving Point Spread Function (PSF) of the camera with the focused image (x,y). It is expressed
by following equation.

g (x+ y)= h (x+ y)⊕ (x+ y) (3)

Here the sign ⊕ represents convolution operator.

From Eq. (3), it is clear that defocusing acts as a low pass filter causing reduced band-
width with greater defocusing effect. The object in an image becomes out of focus due to three
reasons.

(a) The sensor and image plane are not aligned
(b) The lens is not static
(c) The object and object plane do not remain aligned

2 Proposed Methodology: Fuzzy Based Hybrid Focus Measure (FBHFM)

There are some problems which occur due to movement in lens or sensor with reference
to each other. First, it results into varying magnification of the system and hence the image
coordinates of in-focus positions on the object are changed. Second, image brightness varies due
to changing sensor area over which light energy is spread.

The main purpose of fusion process is to integrate all the relevant and important information
from different images having different objects or areas that are out of focus into a single one
with minimal computational cost. The focused parts of input images are placed in fused image.
We have presented a novel fuzzy classifier which is based on hybrid focus measure (Fig. 4). It
effectively selects the focused parts from input images with low computational cost as compare to
existing techniques. In order to choose the focused areas from input images, it is very significant
to use such features that can distinguish every pixel in terms of visibility, sharpness and variance
within a window. We have used SML and Gray Level Variance (GLV) in addition to Contrast
Visibility (CV). The description of these features is given in next section. Block size is the most
important for fusion. First the input images have been divided into blocks. It has been noticed
through experimentation, that different block sizes work well for different images. There is no
specific rule that which size of the block is best for fusion. Sometimes small sizes work well for
specific type of images and some times larger block sizes perform well. Therefore, this is most
important for the optimal selection of the block sizes. In this paper, we have used same method
that was proposed using PSO. We have experimented same method and it works well in our case.
Therefore, we have not provided detail of that method. We have just provided short description
of that method here.

2.1 PSO Based Optimal Block Size Selection
Particle swarm optimization (PSO) is very accurate optimization algorithm presented in 1995

by J. Kennedy, to deal with continuous optimization problem [21]. This algorithm repeatedly tries
to improve candidate solution. Inspired with the nature, each bird is called particle and its velocity
and position is initialized randomly. Every solution of the problem is considered to be the particle.
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Each solution is assigned a fitness value and this value is assessed and optimized through fitness
function. The location and velocity of each particle is updated according to Eqs. (4) and (5).

xdi x
d
i (t+ 1)= xdi (t)+ vdi (t+ 1) (t+ 1)= xdi (t)+ vdi (t+ 1) (4)

vdi (t+ 1)=w ∗ vdi (t)+ c1 ∗ r1 ∗
(
pbdi −xdi (t)

)
+ c2 ∗ r2 ∗ (gbdi −xdi (t)) (5)

Here d = 1, 2 . . .d where d is dimension. w is inertia weight and i= 1, 2 . . .n where n is used to
represent the population size. It has been observed through detailed experimentation that smaller
blocks tend to provide more accurate fusion results than bigger blocks. The smaller size blocks
can more precisely distinguish the blurred area from unblurred parts as compared to the blocks
of bigger size.

In order to search for an optimal block size as showed in Fig. 3, we divide the search space
into three buckets 1–1/16, 1–1/8 and 1–1/4 and initialized 50% of the population from 1/16, 30%
of population from 1/8 and 20% of the population from 1/4 of search space. Optimization process
becomes faster through this initialization.

Tab. 1 shows the parameters and their values set for the experiments. Population size is set
to 15 for all the input images for the experiment. c1 and c2 represents the social and cognitive
behavior and are set to 2. Number of generations N is set to 10. Inertia weight ω is fixed to 0.3
and maximum velocity update vmax for a particle is set as 15. We noticed that if we exceed these
values of c1 and c2 from 2, the velocity of particle changed by a bigger factor and the particle
takes a long jump which results in skipping the significant region and boundaries.

Figure 3: Population initialization

Algorithm 1:
Input multi-focus images I1(x, y) and I2(x, y).
Generate population S of the particles Pi.
Each particle has width and height.

(Continued)
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Initialize dimensions randomly
Initialize Pi(best) and g(best)

Loop:
for each particle Pi

calculate new velocity Vi by using Eq. (5)
Perform velocity clamping

Using Eq. (4) to change the position
if Pi travels out of confined space
then Initialize Pi in search space

end if
In d1 and d2 get dimensions of Pi
Divide I1(x,y) and I2(x,y)

Produce the fused image FI
Evaluate fitness of Pi

if (Pi fitness > pi(best))
pi(best) = Pi fitness

end if
if (particle fitness > gbest)
then gbest = particle fitness

end if
end for

Tilgenerations completed
Use gbest to Get fused image
end procedure

Table 1: Parameter’s configuration

Name Description Value

N No. of generations 10
S Size of the population 15
c1 Social behavior 2
c2 Cognitive behavior 2
vmax Maximum velocity update 15
� Inertia weight 0.3

There can be many stopping criteria to control the optimization process such as number of
generations completed. Optimization process can be stopped if maximum fitness is achieved or if
fitness remains constant over many iterations. We limited the number generations to control the
optimization process. It was observed during experimentation that the fitness value of the fused
image increases in 5 to 10 generations and remains same or starts decreasing after this.

2.2 Sum Modified Laplacian
For each pixel within window, the measure based on second derivative is used to calculate

focus value or sharpness. Laplacian operator may generate the components opposite in signs
that cancel each other, hence producing zero output. This problem is dealt by taking energy of
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Laplacian operator. The window size is kept small for better performance.

F =
W∑
i=1

W∑
j=1

(∣∣∣∣∣∂
2g(i.j)
∂i2

∣∣∣∣∣+
∣∣∣∣∣∂

2g(i.j)
∂j2

∣∣∣∣∣
)

(6)

Here W represents the window size.

2.3 Gray Level Variance
A greater variance in the gray levels within a region represents its sharpness level, hence this

feature has been efficiently used to calculate focus value within a small sized window.

F = 1
W2

W∑
i−1

W∑
j=1

(g (i, j)−μ)2 (7)

Here W and μ are the size of window and mean of window respectively.

2.4 Contrast Visibility
Contrast visibility is variance in luminance that causes the object unique [5]. The blurriness

makes it hard to distinguish between a low contrast and high contrast. Contrast visibility estimates
the deviation of window pixels from the window’s mean value and checks the clarity within the
window.

F = 1
m× n

∑
(i.j)∈Wk

|I (I ,J)−μk|
μk

(8)

m× n is the size of the window and μk shows the mean value.

2.5 Fuzzy-Based Fused Value Estimation
We will discuss hybrid fusion rule module based on fuzzy logic in this section. To evaluate the

strength and weakness of FBHFM, we will first calculate gray level variance, contrast visibility,
and sum modified Laplacian. We will integrate all these rules into single fusion rule to get
resultant fused image. We have used a fuzzy rule-based classifier in order to get fused image.
Fuzzy if-then system is considered to be the easiest fuzzy classifier. Outcome of each fusion
rule is labeled as a class. Classification rules of this classifier is represented as linguistic rules
following:

(1) IF SF1 is large AND SF2 is small THEN F2 is output.
(2) IF SF1 is large AND SF2 is large THEN F1 is output.
(3) IF SF1 is medium AND SF2 is small THEN F2 is output.
(4) IF SF1 is medium AND SF2 is large THEN F1 is output.
(5) IF SF1 is small THEN F3 is output.

Here SF1 = |SF11 − SF21| and SF2 = |SF12 − SF22|

To calculate the extent of relativeness of intensity of each pixel to fuzzy set, we defined
number of membership methods. This membership function shows the mapping of knowledge
X to 0, 1 i.e. X [0, 1]. A membership function is represented by each linguistic value and this
membership function is made adaptively by analyzing spatial frequency in order that nearest



742 CMC, 2022, vol.71, no.1

values are often chosen for fusion and detail preservation capability are often achieved. Following
is equation of fuzzy membership function of trapezoidal-shape as discussed above:

f (x;a,b, c,d)=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, if x≤ a
x− a
b− a

, if a≤ x≤ b

1, if b≤ x≤ c

d−x
d− c

, if c≤ x≤ d

0, if d ≤ x

(9)

a,b, c, and d are scalar parameters. a, d represents feet and b, c identifies shoulders of trapezoidal.
x vector contains input values for the trapezoidal function.

Following are the equations to calculate a, b, c, and d (Fig. 5).

a= k1 ×min
{
μi,μg

}
(10)

b= k2 ×mix
{{

μi,μg
}}

(11)

c= k3 × b (12)

d = k4 × c (13)

where k1, k2, k3, and k4 are adjusting parameters. They depend upon the estimated focus level
represented by variance of spatial frequency σg and constant values, μi and μg are the mean of a
local neighborhood centered around a pixel i with the radius Ri for both images.

k1 measures a that locate the left foot of the trapezoidal, used in fuzzy set construction
process 2.9 × σg. k2 measures b which locate the left shoulder of the trapezoidal and used in
fuzzy set construction process [1.3 + 0.72 × σg]. k3 measures c that finds the right shoulder of
the trapezoidal and used in fuzzy set construction process and set to 2.3. k4 measures d which
locate the right foot of the trapezoidal that used in fuzzy set construction process and set to
1.7. Now, the fuzzy membership (weight) of all focus measures is computed by using following
equations

w1 = f (μi;a,b, c,d) (14)

w2 = f (μi;a,b, c,d) (15)

w3 = f (μi;a,b, c,d) (16)

where w1, w2 and w3 shows near optimal contributions of the focus measures, respectively. The
AND operator is used minimum, but any other t-norm can be used. We have selected algebraic
product for the AND operation. The rules “vote” for the class of the consequent part. The weight
of this vote is wi. The votes of all rules are summed to determine the output of classifier. We
used average aggregation method. Finally, fused image value f(x, y) is obtained by using following
equation:

f (x,y)= (w1×F1+w2×F2+w3×F3)
3

(17)
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3 Spatial Frequency (SF)

Spatial Frequency measures the activity level in image. We have used spatial frequency to
define the rule base for fuzzy classifier. Following is equation to calculate it.

SF =
√

(RF )2+ (CF )2 (18)

Figure 4: Block diagram of FBHFM
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where

RF =
√√√√ 1
m× n

m∑
i=1

n∑
j=2

[W (i, j)−W (i, j− 1)]2 (19)

CF =
√√√√ 1
m× n

m∑
i=1

n∑
j=2

[W (i, j)−W(i− 1, j)]2 (20)

Here W is the window of m× n size. Large value of spatial frequency represents the huge
detail in the window.

Figure 5: Fuzzy membership function

4 Observations and Results

In order to see the efficiency of our fusion technique with existing techniques, we used two
different sets of quantitative measures. These measures are used when reference image is provided
and when it is not available within the existing datasets. The latter category belongs to area of
blind image fusion and hence it’s tougher task. These sets of quantitative measures are described
in sub-sections.

4.1 Performance Measures
4.1.1 Mutual Information (MI)

Mutual information is an important measure which is often used in multi-focus image fusion.
It determines the amount of information placed in fused image from partially focused input
images. In the case when reference image is available, following equation is used to find mutual
information between reference and fused images.

MI =
m∑
i=1

n∑
j=1

hR.F(i, j) log2

[
hR.F(i, j)

hR(i, j)hF(i, j)

]
(21)

Here hR,F shows normalized joint grayscale histogram of R and F whereas hR, hF are their
normalized grayscale histograms. For the case of blind image fusion where reference image is not
available, mutual information can be calculated as the sum of MI(I1,F) and MI(I2,F) where I1
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and I2 are partially focused input images. A large value of mutual information represents good
fusion result.

4.1.2 Entropy
Entropy gives rate of change in gray levels within an image. Following is the equation for

entropy.

H =−
L−1∑
i=2

hF(i) log2 hF(i) (22)

Here hF is grayscale histogram and L total gray level of the image.

4.1.3 Similarity Index (SI)
SI is used to determine the similarity between any two images. In image fusion, it is used

between reference and fused images. Following is the equation.

SI = 2Crf
Cr+Cf

(23)

where

Cr=
m∑
i=1

n∑
j=1

R(i, j)2 (24)

Cf =
m∑
i=1

n∑
j=1

F(i, j)2 (25)

and

Crf =
m∑
i=1

n∑
j=1

R (i, j)2F(i, j) (26)

Correlation between two images varies from 0 to 1 depending upon the similarity between the
images. A small correlation value shows high dissimilarity between the images and vice versa.

4.1.4 Standard Deviation (SD)
In the fused image, Standard Deviation is used to check the contrast. A greater value

represents well contrast image.

SD=
√√√√ L∑

i=0

(i− i′)2 hF (i) where i′ =
L∑
i=0

ihF (27)

Here hF is the normalized histogram of fused image and L is the number of gray levels.

4.2 Images Dataset
We experimented on various multi-focus image datasets such as Pepsi, flower, lab, clock, and

balloons. They are available at online.
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4.3 Comparison Methods
Performance of our proposed algorithm is also evaluated against other spatial domain multi

focus image fusion algorithms method. We adopted default settings for the parameters for all of
these methods. Efficiency of the FBHFM can be determined qualitatively by visual inspection and
quantitatively by using fusion matrices.

4.4 Qualitative Analysis
A comprehensive comparison between proposed FBHFM technique and existing techniques

based on qualitative analysis is given using five different datasets including clock, Pepsi, flower,
lab and balloon. An illustration of these imaging datasets is shown in Fig. 1. The magnified parts
of fused images generated by proposed method FBHFM and different multi-focus image fusion
techniques are given in Figs. 6 to 10 to examine their visual quality. The visual quality of fused
Pepsi image is characterized by means of sharpness, clarity of objects such as lines, edges, text
etc., and the collection of focused regions from the set of input multi-focus images. The proposed
method FBHFM offers better focused regions in Fig. 6 as compare to existing techniques. These
images contain the text. Our proposed method produced greater sharpness and edges along the
text which quite reveal the efficiency of our technique. It results into the enhanced readability
of the text. In the above figure left side of the Fig. 7a is focused and right side of the image is
not clear on the other hand right side of the Fig. 7b is in focused and left side of the image is
not clear. The visual quality of fused flower image is enhanced by means of sharpness, clarity of
objects such as leaves and steams by improving contrast image. The proposed method FBHFM
offers better focused regions as compare to existing techniques as observed in Fig. 7c. Due to
effective hybrid focused value estimation in the input images, the better visual quality provided by
proposed method can be observed in Fig. 7.

Figure 6: Pepsi dataset (a) left focus (b) right focus (c) results of proposed method

Figure 7: Flower dataset (a) left focus (b) right focus (c) results of proposed method
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We have used balloon images available in Fig. 8 which provide visual comparisons of the
fused images. In these images line of the texture on the balloons was not clear in Figs. 8a and 8b.
The proposed method FBHFM produce sharpness and clarity on these texture that perform the
better result in Fig. 8c. The Fig. 9c shows the fused image by applying FBHFM. Fused image
by this technique clearly preserved miner details such as text, numbers and dots in smaller clock
Fig. 9a while vertical lines in right bigger clock Fig. 9b. Fused image by FBHFM perform the
better result as compare to the existing technique as shown in Fig. 9c. In Fig. 10a clock is focused
and another picture is defocused. In Fig. 10b clock is defocused we cannot see the text on clock
clearly and another environment of lab is clear. proposed method FBHFM apply on these two
images and better results produce in Fig. 10c as compare to the other techniques.

Figure 8: Ballon dataset (a) left focus (b) right focus (c) results of proposed method

Figure 9: Clock dataset (a) left focus (b) right focus (c) results of proposed method

Figure 10: Lab dataset (a) left focus (b) right focus (c) results of proposed method



748 CMC, 2022, vol.71, no.1

4.5 Quantitative Analysis
Only visual inspection is not capable claim better performance of any fusion algorithm, and

it should be verified by quantitative chemical analysis. For this purpose, five different quantitative
measures namely entropy, mutual information, similarity index, spatial frequency and variance is
getting used to gauge the accuracy and performance of our method. These quantitative measures
are discussed in Section 5.1. The Tab. 2 shows a quick comparison of our proposed method and
already existing techniques using these statistical measures. These results also are given within the
sort of bar charts the Figs. 11 to 15 for better understanding. These results show the preeminence
of proposed algorithm FBHFM over the prevailing fusion techniques.

Table 2: Standard deviation, entropy, spatial frequency, similarity index and mutual information

SD [12] [13] [15] [10] [18] [14] [17] [16] Proposed
FBHFM

Standard
deviation

Pepsi 45.0222 45.2442 43.0134 45.6156 47.5265 45.0932 45.1003 46.0054 48.4505
Flower 45.1426 43.1619 44.8742 43.1273 45.0631 45.1339 43.2062 45.1152 47.8212
Lab 48.8729 46.9822 46.1202 48.0203 47.7825 49.2283 47.6723 47.5444 51.0245
Clock 39.8829 38.7733 39.8728 40.1273 40.1775 39.1928 41.0293 41.3342 44.2677
Balloon 50.2278 49.8029 49.4448 50.2272 50.2271 49.1172 51.2272 52.0029 54.2281

Entropy Pepsi 8.3029 8.2177 8.1292 8.2557 8.1564 7.8318 8.861 7.8659 10.0476
Flower 7.4528 7.1004 7.1312 7.1826 7.1825 6.7841 6.4191 6.6754 7.2273
Lab 9.1834 8.7823 9.785 8.6534 9.6728 8.8924 8.7782 7.1928 11.8923
Clock 10.7723 9.8871 10.1167 10.7777 8.7728 8.7782 9.1829 10.3342 12.0245
Balloon 9.1182 8.22829 9.2272 7.1181 9.0012 8.1172 10.2282 12.1182 14.2733

Spatial
frequency

Pepsi 26.3606 23.4578 20.9945 20.9324 22.0113 21.7472 22.6892 23.7214 27.9624
Flower 26.1276 24.0232 21.3256 20.4871 21.1204 19.1628 22.1682 23.7367 28.4513
Lab 28.9829 27.8872 27.0112 26.8872 28.2364 28.7762 28.2223 27.2626 31.7288
Clock 22.3354 21.8829 23.8192 22.2782 24.2899 24.2716 22.1882 25.2272 26.8292
Balloon 32.1129 31.229 30.1172 29.1172 32.1182 32.11 32.0911 33.192 35.2201

Similarity
index

Pepsi 0.8443 0.8462 0.8111 0.8664 0.8837 0.8543 0.8462 0.8965 0.9432
Flower 0.8552 0.8612 0.8131 0.8462 0.8916 0.8514 0.8378 0.8324 0.9461
Lab 0.9 143 0.9162 0.8971 0.8965 0.9215 0.9122 0.9121 0.9012 0.9695
Clock 0.8728 0.8621 0.8699 0.8821 0.9011 0.8817 0.9022 0.9127 0.9424
Balloon 0.9019 0.8997 0.8911 0.9001 0.9027 0.9104 0.9167 0.9228 0.9482

Mutual
information

Pepsi 11.2706 11.2801 10.6911 11.8991 12.0676 11.2706 11.2801 12.6911 18.0676
Flower 13.7824 12.5729 12.6729 13.1829 18.2998 14.1009 12.902 13.1782 21.5234
Lab 13.5672 12.4452 14.9991 13.2287 12.7762 13.8872 14.2782 14.8872 19.1372
Clock 17.2282 16.3352 15.7728 17.2782 16.7228 18.8829 17.6272 18.7728 20.1182
Balloon 9.7728 9.1102 8.0014 8.2983 9.1102 10.9023 10.9903 10.9989 14.0902

As shown in the graph, different algorithms have been compared on Standard Deviation.
Fig. 11 shows results on our datasets. All comparison methods perform well and achieve better
result. Proposed method shows that it achieves maximum standard deviation even more than 54
that is highest as compare to all other existing methods. Standard deviation shows good contrast
on higher values so proposed method shows better contrast as compare to other existing methods.

As shown in the graph, different algorithms have been compared on entropy measures. Fig. 12
shows results on our dataset. All comparison methods perform well and achieve good values.
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Proposed method shows that it achieves maximum entropy even more than 12 that is highest as
compare to all other existing methods. Entropy gives high rate of change in gray levels within an
image.

0
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60

[12] [13] [15] [18] [19] [14] [17] [16] Proposed
FBHFM

Pepsi Flower Lab Clock Balloon

Figure 11: Comparison of standard deviation on datasets

Figure 12: Comparison of entropy on datasets

As shown in the graph, different algorithms have been compared on Spatial Frequency.
Fig. 13 shows results on dataset given by us. All comparison methods perform well and achieve
best result. Proposed method shows that it achieves maximum Spatial Frequency even more than
35 that is highest as compare to all other existing methods.

Figure 13: Comparison of spatial frequency on datasets
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As shown in the graph, different algorithms have been compared on Similarity Index. Fig. 14
shows results on our dataset. All comparison methods perform well and achieve different values.
Proposed method shows that it achieves maximum Similarity Index as compare to all other exist-
ing methods. We use similarity index between reference image and fused image to get maximum
similarity and more optimal result.

Figure 14: Comparison of similarity index on datasets

As shown in the graph, different algorithms have been compared on Mutual Information.
Fig. 15 shows results our dataset. All comparison methods perform well and achieve values.
Proposed method shows that it achieves maximum Mutual Information even more than 20 that is
highest as compare to all other existing methods. Mutual Information is typically used in multi-
focus image fusion. It gets the sum of data from partially focused input images and insert in the
fused image and compare it with reference image.

Figure 15: Comparison of mutual information on dataset

5 Future Work

We proposed hybrid focus value estimation algorithm based on fuzzy logic for multi focus
images. Focus value of every pixel within a block with optimal size obtained using PSO is
estimated based on contrast visibility, sum modified Laplacian and gray level variance. The fuzzy
rules are constructed based on spatial frequency. Approximating focus value using fuzzy logic
based on hybrid features not only decreases the complexity, but it also gives enhanced reliability
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of fusion results. A comparison is also done with previous image fusion techniques and the results
shows best performance in different set of images.
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