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Abstract:Nowadays, due to the increase in information resources, the number
of parameters and complexity of feature vectors increases. Optimizationmeth-
ods offer more practical solutions instead of exact solutions for the solution of
this problem. TheEmperor PenguinOptimizer (EPO) is one of the highest per-
forming meta-heuristic algorithms of recent times that imposed the gathering
behavior of emperor penguins. It shows the superiority of its performance over
a wide range of optimization problems thanks to its equal chance to each pen-
guin and its fast convergence features. Although traditional EPO overcomes
the optimization problems in continuous search space, many problems today
shift to the binary search space. Therefore, in this study, using the power of
traditional EPO, binary EPO (BEPO) is presented for the effective solution
of binary-nature problems. BEPO algorithm uses binary search space instead
of searching solutions like conventional EPO algorithm in continuous search
space. For this purpose, the sigmoidal functions are preferred in determining
the emperor positions. In addition, the boundaries of the search space remain
constant by choosing binary operators. BEPO’s performance is evaluated
over twenty-nine benchmarking functions. Statistical evaluations are made to
reveal the superiority of the BEPO algorithm. In addition, the performance of
the BEPO algorithm was evaluated for the binary feature selection problem.
The experimental results reveal that the BEPO algorithm outperforms the
existing binary meta-heuristic algorithms in both tasks.

Keywords: Metaheuristics; optimization algorithms; emperor penguin
optimizer; intensification; diversification; feature selection

1 Introduction

Technological developments enable information to increase and spread easily. This situation
makes it challenging to choose the relevant information among all the information. The increase in
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the number of information is often confusing as irrelevant knowledge is involved. It is misleading
to think of this information as just literature. In real-world applications, the information obtained
from the devices is increasing. The reason for this is the data provided by the technological
devices added to the traditional production process. These data present all the details regarding the
functioning of the system in almost every field from the production process to the health system.
The reason for collecting such data is usually the control of the production process, classification,
or making a decision [1]. Today, developments in artificial intelligence (AI) methods allow the
mentioned processes to be performed automatically. However, the decision-making processes of
AI algorithms depend on the quality of the information produced by these devices. The large size
of the data obtained in real-world applications is not beneficial for automatic decision-making
systems (curse of dimensionality) [2]. Therefore, optimization of feature vectors emerges as an
essential task. In the literature, feature selection or feature dimensionality reduction approaches
are generally preferred using optimization approaches [3]. In this way, the performance of AI
methods is increased by eliminating unrelated features. In the past, the effect of optimization could
be seen on the performance in these tasks performed using hand-crafted methods. Today, these
tasks are usually performed using automated methods. The adaptation of optimization algorithms
to these techniques has a significant share in the realization of automatic methods. Nowadays,
optimization studies of deep automatic architectures using external optimization algorithms are
available in the literature.

The usage areas of optimization algorithms are not limited to a specific framework, it is obvi-
ous that optimization is required in almost every field today. As technological advances increase
and automation becomes widespread, many complex problems arise that need to be considered.
Optimization algorithms, which provide great support to the solutions of the mentioned problems,
have been recommended since the past and still continue to be recommended. As the accumulation
of knowledge increases and problems arise, drawbacks in current optimization techniques emerge.
The historical development of optimization techniques is a very comprehensive topic and can be
studied in detailed literature research [4]. Nearly all of the metaheuristic techniques are developed
for solving real-life problems. These are widely used for the past few years for solving complex
problems. Some of them may not provide the exact solution to specific problems. They provide
the optimal solution in a cost-effective manner. These algorithms are generally categorized into
five main classes namely evolutionary, physics, bio-inspired, swarm, and nature-inspired based
metaheuristics. Fig. 1 shows the categorization of metaheuristics optimization techniques.

Figure 1: Categorization of metaheuristic algorithms

Compared with exact search approaches, metaheuristic optimization approaches are more suc-
cessful in terms of performance (also, they are less time-consuming). One of the most important
reasons for this is that they do not have to analyze the entire search space during the research
process. High computational complexity is an undesirable feature today, although exact search
approaches guarantee to find the best solution when they have sufficient time and hardware power.
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Metaheuristic approaches are a kind of random search engine. But randomness here is usually
in a directed form. Thanks to this manageability, they can determine the most suitable solution
in a short time. The evolutionary-based algorithms are motivated by biological evolution. Some
of these are Genetic Algorithm (GA) [5], Genetic Programming (GP) [6], and Evolution Strategy
(ES) [7]. The second category algorithms mimic the concepts drawn from Physics. The well-
known algorithms are Gravitational Search Algorithm (GSA) [8], Simulated Annealing (SE) [9],
Big Bang Big Crunch (BBBC) [10–14], Galaxy-Based Search Algorithm (GBSA) [15]. Swarm
algorithms are influenced by the cooperative behavior of swarms present in nature. Some of the
algorithms included in this category are Spotted Hyena Optimizer (SHO) [16], Grey Wolf Opti-
mizer (GWO) [17], Particle Swarm Optimization (PSO) [18], Bat Algorithm (BA) [19], Ant Colony
Optimization (ACO) [20], Bee collecting pollen algorithm [21], Wolf Pack Search Algorithm [22],
Moth-flame Optimization Algorithm (MFO) [23,24], Seagull Optimization Algorithm (SOA) [25],
Emperor Penguins Optimizer (EPO) [26]. All these suggested approaches aim to find the most
appropriate solution to specific problems with the least effort. In this process, they are inspired
by some systems in nature.

The above-mentioned optimization algorithms can be applied to the feature selection prob-
lem [27]. A feature selection process is an approach used to determine and select the most
convenient features in a feature vector. Feature selection is a way to distinguish the relevant
feature from the irrelevant ones and retrieving only substantial features. The main objective of the
feature selection problem is to improve prediction performance and reduce data dimensionality. By
relieving problems such as the curse of dimensionality, it increases the performance of the main
decision-making algorithm. Decision-making main algorithms generally perform tasks such as
classification, segmentation, tracking, feature selection, feature reduction and produce a meaning-
ful result. The beginning of feature selection studies is very old, and detailed literature analysis can
be reached [28]. In this study, the effects and contributions of remarkable optimization algorithms
are examined in the literature analysis. Binary GWO (BGWO) is a type of GWO that includes
the conversion of continuous numbers to binary [29]. After the high performance of the BGWO
algorithm, various variants of this algorithm are suggested in the literature. Quantum GWO
(QI-GWO) is one of the most popular of these [30]. On the other hand, binary PSO is one of
the most frequently used algorithms in solving binary optimization problems [31]. There are also
various variants of BPSO algorithms, which is almost one of the leading binary optimization
algorithms [32]. The BPSO algorithm also has similar problems with traditional PSO. On the
other hand, the binary GSA (BGSA) is frequently encountered in the literature to relieve feature
selection problems [33]. Binary BA (BBA) performs feature selection task by separating the search
space by n-cube [34]. Binary SOA (BSOA) was recently introduced and validated for the feature
selection problem [35].

Binary versions of almost all meta-heuristic optimization algorithms are available in the
literature. Our analysis on these algorithms clearly shows that it carries the problems that contin-
uous optimization versions have. The proposed BEPO algorithm is proposed to eliminate current
problems in the literature and for a better solution. The main difference between the original EPO
and the proposed BEPO is that EPO works well in continuous search space. In contrast, BEPO
works in discrete search space. For this, BEPO utilizes a sigmoidal transfer function that can
change the positions of search agents between the values 0 and 1. Performance indicators of the
proposed BEPO algorithms are calculated according to 29 benchmark test functions. Then they
are compared with the existing binary metaheuristic algorithms in the literature. Furthermore, the
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feature selection problem is solved through BEPO. The main contributions of this paper can be
concluded as follows.

• The binary version of EPO and search space range values are proposed and analyzed
deeply.
• The sigmoidal binarization function is proposed to convert search agent values to 0 and 1.
• The performance of the proposed BEPO algorithm is analyzed in detail using many

benchmark test functions and benchmark datasets.
• Extensive feature selection experiments are concluded based on BEPO.

The remainder of this paper is organized as follows. First, the preliminary concepts of EPO
are mentioned in Section 2. Then, the binary variant of the emperor penguin optimizer algorithm
is presented in Section 3. Results and discussions are depicted in Section 4. Section 5 illustrates
the application of the proposed algorithm on the feature selection problem. Finally, concluding
remarks are explained in Section 6.

2 Continuous Emperor Penguin Optimizer

2.1 Inspiration
Aptenodytes forsteri is the scientific name of the Emperor penguin. As compared to all

different types of penguins, they are the largest ones. With respect to the size, all the males and
females are very much alike. They have a blackhead, white stomach, wings, and tail and live
in Antarctica. In order to survive in the winters of Antarctica, they huddle together to keep
themselves warm and protect themselves from cold wind. The huddling mechanism of penguins
is emphasized into four main phases: creating a huddling boundary, evaluating the temperature
profile, calculating the distance among emperor penguins, and relocating mover [26].

2.2 Mathematical Modelling
The above-mentioned four phases of emperor penguins are mathematically modeled. The

foremost motivation behind this algorithm is to find the efficient mover and update the position
of emperor penguins.

Penguins create a huddle boundary of polygon shape. The wind flow is also considered during
the generation of huddle boundaries. The complex variable is used to illustrate the behavior of
huddle boundary creation. Let us assume that the velocity of wind and its gradient are denoted
by ∅ and ϕ.

ϕ =∇∅ (1)

Based on Eq. (1), the mathematical formulation of potential function (P) is given below:

P=∅+ iμ (2)

where i represents the imaginary constant and μ is a random vector. The location of penguins is
randomly modified on the basis of the best-fit penguin’s location. The best-fit penguin is found
at the epicenter of L-shaped polygon [26].

The penguins create a huddle to maintain the high temperature inside the huddle for survival
in winter. It is assumed that when the radius of the polygon (R) is more significant than one, then
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temperature (t) is set to zero. Otherwise, temperature (t) is set to one. The temperature difference
(T) between huddle temperature and outside the huddle boundary is computed as in [26]:

T =
(
t− Maxiteration

x−Maxiteration

)
(3)

t=
{
0, R> 1
1, R< 1

(4)

where t is temperature profile and x is current iteration. Maxiteration is the maximum limit of
iteration.

The best-fit emperor penguin plays the most critical role in determining the location of
other emperor penguins. The locations of all other emperor penguins are updated accordingly.
During the huddle boundary creation, the distance among the emperor penguins is calculated.
The mathematical formulation of distance computation is given below.

�D=Abs(B( �Y).−−→Q(s)− �Z.−−−→Qep(s) (5)

where �D is the distance among emperor penguins and the best-fit emperor penguin, �Y and �Z are
used to evade collisions between emperor penguins. s is the current iteration. �Q indicates best

emperor penguin and
−→
Qep represents the position of emperor penguins. B() designates the social

forces with which the emperor penguins move towards the best solution. �Y and �Z are calculated
as follows:

�Y = (N × (T +Qgrid(Accuracy))×Rand())−T (6)

Qgrid(Accuracy)=Abs( �Q−
−→
Qep) (7)

�Z=Rand() (8)

where N represents the movement parameter for maintaining the gap among penguins, and its
value is set to 2. Qgrid(Accuracy) is the polygon grid accuracy, Rand() is the random function
whose value varies in the range of [0,1].

The mathematical formulation of B() is given below:

−−−→
B(Y )=

√(
g.e−

s
l − e−s

)2
(9)

where e is expression function, g and l are control parameters whose value lies in the range of [2,3]
and [1.5, 2], respectively.

According to the mover (i.e., best-fit emperor penguin), the positions of emperor penguins are
updated. The mover is used to vacate the current position of penguins and change the positions
of other penguins. The position update function is given below.
−→
Qep(s+ 1)= �Q(s)− �Y . �D (10)

where
−→
Qep(s+ 1) is the modified position of the penguin during the course of an iteration.

The position of best-fit penguin is recomputed during the huddling behavior of penguins. The
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following pseudocode summarizes the different steps to implement the Emperor Penguin optimizer
algorithm [26].

Algorithm 1: Emperor Penguin Optimizer Algorithm

Input: Initialize the emperor penguins population
−→
Qep(s= 1,2 . . . ..n)

Output: best optimal solution �Q

Procedure EPO
Initialize the parameters T, �Y, �Z,B(),R, and Maxiteration
Compute fitness value of each search agent

While (s <Maxiteration) do
FITNESS(Qep)
R←Rand( )
If (R> 1) then
t← 0

Else
t← 1

End if

T←
(
t− Maxiteration
s−Maxiteration

)

For i← 1 to n do
For j← 1 to n do

Compute the vectors �Y and �Z using Eqs. (6) and (8)
Compute the functions B( �Y) using Eq. (9)

Update positions of the current agent using Eq. (10)
End for

End for
Upgrade parameters T, �Y, �Z, and B( )
Reorganize the search agents that go beyond the boundary
FITNESS(Qep)
Update �Q if it is better than the previous value

s← s+ 1

End while
Return �Q
End Procedure
Procedure FITNESS(Qep)

For i← 1 to n do
FIT[i]← FITNESS_FUNCTION(Qep)

End for

FITbest←BEST(FIT[ ])

Return FITbest
End procedure

(Continued)
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Procedure BEST(FIT[ ])

best← FIT[0]

For i← 1 to n do
if FIT[i]< best then

best← FIT[i]

End if
End for

Return best
End procedure

3 Proposed Binary Emperor Penguin Optimizer

3.1 Inspiration
Many of the optimization problems we encounter in real life require the discrete/binary

search field. For this, problems having continuous variables can be transformed into binary vari-
ables. The binary metaheuristic algorithms help in solving the discrete problems that are feature
selection [36], unit commitment problem [37], and dimensionality reduction [38]. However, the
existing algorithms are still far from producing optimal solutions [39–43]. Hence, a novel binary
metaheuristic is needed to resolve this problem.

EPO is easy to understand and apply in a real-life scenario. Due to these advantages, a novel
binary variant of EPO (BEPO) is developed. In the proposed algorithm, the position updating
mechanism has been modified. As per the knowledge of the authors, there is no such algorithm
present so far.

3.2 Mathematical Implementation
The proposed algorithm uses discrete search space instead of uninterrupted search space. The

discrete search space can be deliberated as hyperspace. The penguins of BEPO are either moved
to closer or extreme corners of the hypercube by switching the binary bits. In BEPO, the position
updating mechanism has been modified.

The Original EPO algorithm is designed to allow penguins to move in continuous search
space. However, BEPO uses discrete search space to solve binary problems. For this purpose,
updating the position updating mechanism ensures that only 0 and 1 are produced. The sigmoidal
transfer function is used to perform this process. The mathematical formulation of the sigmoidal
transfer function is given below:

T(Y (s))= 1
1+ e−Y(s) (11)

Qep(s+ 1)=
{
0, if Rand <T(Y (s+ 1))
1, if Rand ≥T(Y (s+ 1)) (12)

where Qep(s+ 1) is the updated position of the emperor penguin at iteration s.

It forces penguins to transfer in binary space. It should be lying in the range of [0, 1]. The
value of transition function increases with an increase in Y . Penguins are moving away from the
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best penguin to their preceding best location. The value of a transition function decreases with a
decrease in Y . Fig. 2 shows the mapping process from continuous space into discrete space.
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Figure 2: The transition from continuous space to discrete space

4 Performance Evaluation

In order to show the superior performance of the proposed BEPO algorithm fairly, com-
parisons are made with recently developed binary metaheuristic algorithms. In this process,
benchmarking standard test functions are used. In addition, 29 independent simulations are
performed for each metaheuristic algorithm. Among these independent experiments, the best mean
and standard deviation parameters for each method are selected. Finally, comparison tables are
created according to this approach.

4.1 Benchmark Test Functions
BEPO is validated on twenty-nine benchmark functions such as unimodal (F1-F7) [44],

multimodal (F8-F13) [45], fixed dimensional multimodal (F14-F23) [45] and composite functions
(F24-F29) [46]. The intensification capability of BEPO is established through unimodal functions
(F1-F7). Multimodal functions (F8-F13) are used to validate the diversification ability of BEPO.
The appropriate stability between intensification and diversification of BEPO is tested through
F14-F29 test functions. Parametric values are kept the same to have fair comparison results in
experiments using all these test functions.

4.2 Parameter Settings
The BEPO algorithm is evaluated on the above-mentioned test functions in Section 4.1

and compared with four binary metaheuristic algorithms, namely Binary Grey Wolf Optimizer
(BGWO) [29], Binary Gravitational Search Algorithm (BGSA) [33], Binary Particle Swarm Opti-
mization (BPSO) [47], and Binary Bat Algorithm (BBA) [48]. The parameter settings of these
algorithms are set as mentioned in their original papers.

Tab. 1 depicts the parameters settings of these algorithms. Two criteria are prioritized while
selecting the parameters of the algorithms specified in Tab. 1. First, it is essential to preserve the
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parameters of the original algorithm. The second is that they are compatible with the general
presentation in this study. These algorithms are implemented on MATLAB R2018a on Windows
7 with 4 GB RAM. These algorithms have run 30 independent times, and each run consists of
1000 iterations. The standard deviation (Std) and average (Avg) are calculated for the best solution
obtained from each run and tabulated in tables.

Table 1: Parameter settings

Algorithms Parameters Values

BEPO Search Agents 30
Temperature Profile (T) [1,1000]
Constant �Y [−1.5, 1.5]
Function B() [0,1.5]
Parameter N 2
Parameter g [2,3]
Parameter l [1.5,2]
Runs 30
Iterations 1000

BGWO [29] Runs 30
Search Agents 30
Control Parameter (�a) [0,2]
Iterations 1000

BGSA [33] Runs 30
Search Agents 30
Gravitational Constant G0 100
Iterations 1000

BPSO [47] Runs 30
Search Agents 30
Maximum velocity 6
Constants c1 and c2 2,2
Inertia weight An increase from 0.4 to 0.9
Iterations 1000

BBA [48] Runs 30
Search Agents 30
Frequency Range [0,2]
Loudness 0.25
Pulse rate 0.5
α 0.9
γ 0.9
Iterations 500

4.3 Performance Analysis
BEPO is evaluated on test functions that are mentioned in Section 4.1. In addition, the

convergence analysis of BEPO and other metaheuristics are also compared.
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Tab. 2 depicts the unimodal test results obtained from BEPO and the existing binary meta-
heuristic techniques. For F1, F2, F3, F5, F6, and F7 test functions, BEPO suggests better results
than the existing metaheuristics in terms of fitness value. BPSO is the subsequent best algorithm
for F1, F2, F3, and F7 test functions. For the F5 function, BGWO is the succeeding algorithm.
BBA is the following best algorithm for the F6 function. For the F4 function, BPSO performs
better than the other state-of-the-art (SOTA) algorithms. Obtained results show that BEPO has a
better intensification ability than the others. This is due to the adaptive nature of the proposed
BEPO algorithm. In addition, keeping the original EPO properties of the BEPO algorithm is one
of the main reasons for the high performance.

Table 2: Results obtained from unimodal functions

BEPO Std Avg BGWO Std Avg BGSA Std Avg BPSO Std Avg BBA Std Avg

F1 0.00E+00 0.00E+00 0.14E+01 0.57E+01 9.54E+03 1.35E+05 0.07E+01 0.18E+01 0.12E+01 0.13E+01
F2 0.00E+00 0.00E+00 0.14E+01 0.57E+01 1.50E+22 7.05+E21 0.06E+01 0.17E+01 0.11E+01 0.10E+01
F3 0.00E+00 0.00E+00 1.56E+01 2.88E+02 2.67E+06 8.90E+06 1.11E+01 2.47E+01 2.23E+01 1.55E+01
F4 1.82E−01 8.33E−01 2.53E−01 3.33E−02 8.65E−02 9.98E+01 0.00E+00 0.10E+01 0.03E+01 0.08E+01
F5 0.00E+00 2.90E+01 0.01E+00 0.00E+00 6.11E+07 7.27E+08 9.93E+01 3.04E+02 1.63E+02 3.39E+01
F6 0.10E+01 0.77E+01 0.25E+01 1.92E+01 7.93E+03 1.34E+05 0.11E+01 1.11E+01 0.19E+01 0.93E+01
F7 7.13E−05 6.75E−05 1.57E+01 1.74E+01 4.19E+01 4.11E+02 0.52E+01 1.43E+01 2.42E+01 3.75E+01

The results obtained from BEPO and other binary metaheuristic techniques on multimodal
test functions are depicted in Tab. 3. For F8-F12 test functions, BEPO outperforms the existing
binary metaheuristic techniques. For F8 and F11 test functions, BGSA and BPSO are the suc-
ceeding algorithms, respectively. For F9, F10, and F12 test functions, BBA is the subsequent best
algorithm. When the performance indicators of the F13 function are examined, it is seen that
the BGWO algorithm produces higher performance than other methods. BEPO is the succeeding
technique for this test function. It can be seen from results that BEPO has better diversification
capability than the existing binary metaheuristics. The sigmoidal transfer function and adaptive
nature of BEPO are responsible for diversification.

Table 3: Results of multimodal test functions

BEPO Std Avg BGWO Std Avg BGSA Std Avg BPSO Std Avg BBA Std Avg

F8 5.61E+02 −2.22E+04 1.08E−14 −2.52E+01 5.22E+02 −2.44E+03 4.64E+02 −1.90E+03 0.11E+01 −1.71E+01
F9 0.00E+00 0.00E+00 0.14E+01 0.45E+01 2.85E+01 6.79E+02 0.07E+01 0.16E+01 0.10E+01 0.08E+01
F10 0.00E+00 8.88E−16 0.02E+01 0.16E+01 7.43E−02 2.15E+01 0.01E+01 0.09E+01 0.04E+01 0.05E+01
F11 0.00E+00 0.00E+00 7.92E−02 0.02E+01 7.29E+01 1.18E+03 0.18E−01 0.48E−01 0.31E−01 0.45E+01
F12 0.64E−01 0.17E+01 0.03E+01 0.26E+01 2.08E+08 2.02E+09 0.96E−01 0.19E+01 0.01E+01 0.18E+01
F13 8.58E−02 8.76E−01 5.56E−48 1.34E−32 3.01E+08 3.42E+09 0.53E−01 0.01E+01 1.15E−01 0.99E+00

Tab. 4 illustrates the results obtained from BEPO and the above-mentioned algorithms
on fixed dimensional multimodal test functions. BEPO offers better results than the existing
metaheuristics for F14-F22 test functions except for F17 and F21. For the F17 function, BGSA
outperforms the other SOTA techniques in terms of the fitness function. Furthermore, BGWO
and BPSO perform better results than the binary metaheuristic techniques for F21 and F23
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functions. The results divulge that BEPO can explore the global optimal solution. The results
obtained from BEPO and binary metaheuristics on composite test functions are shown in Tab. 5.
BGSA offers the optimal solution for the F24 test function. For this function, BEPO is the
subsequent best algorithm. BEPO outperforms the binary metaheuristics for F25-F29 functions
except for F27. For the F27 function, BBA gives an optimal solution. BEPO is the succeeding
algorithm.

Table 4: Results of fixed-dimension multimodal test functions

BEPO Std Avg BGWO Std Avg BGSA Std Avg BPSO Std Avg BBA Std Avg

F14 0.31E−16 1.13E+01 3.61E−15 1.26E+01 2.01E−04 4.99E+02 3.61E−15 1.26E+01 3.61E−15 1.26E+01
F15 0.52E−01 9.31E−02 0.11E+01 1.48E−01 3.32E+10 6.09E+09 1.02E+01 1.48E−01 2.33E+01 1.48E−01
F16 3.00E−01 −2.09E−01 0.10E+01 9.08E+01 8.14E+02 3.77E+03 1.01E+02 2.20E+02 4.28E+02 1.01E+02
F17 2.04E+02 3.49E+01 1.24E+00 1.09E+03 9.5E−02 9.17E−03 5.10E−01 4.30E+00 5.41E−01 9.10E−01
F18 1.48E+01 2.04E+01 0.23E+03 1.60E+03 1.94E+07 5.61E+06 1.05E+04 0.60E+04 2.03E+03 0.60E+03
F19 3.74E−21 −0.32E+01 1.69E−16 −3.34E−01 2.06E−20 −3.77E−05 1.69E−16 3.34E−01 1.69E−16 3.34E−01
F20 4.99E−19 −0.15E+01 0.43E−01 −1.45E−01 6.7E−08 −4.53E−08 2.82E−17 −1.65E−01 0.17E−01 −1.57E−01
F21 4.52E−01 −5.57E−01 4.51E−15 −0.50E+01 0.22E−02 −4.54E−01 4.51E−15 −0.50E+01 0.12E+01 −0.46E+01
F22 1.91E−03 −6.02E−04 2.08E+01 0.50E+01 0.41E−02 −0.61E−01 2.44E+01 0.50E+01 7.62E−01 0.49E+01
F23 3.81E−01 −8.26E−01 2.71E−15 −0.51E+01 0.53E−02 −0.95E−01 2.71E−15 −0.51E+01 0.12E+01 −0.49E+01

Table 5: Results of composite test functions

BEPO Std Avg BGWO Std Avg BGSA Std Avg BPSO Std Avg BBA Std Avg

F24 1.13E+02 5.20E+02 1.50E+01 6.46E+02 6.19E+01 2.98E+02 3.06E+00 6.38E+02 3.31E+01 7.21E+02
F25 0.28E+01 1.23E+01 1.11E+01 2.11E+01 5.51E+01 3.32E+02 4.02E+02 3.78E+02 1.99E+03 9.21E+03
F26 1.41E+02 1.91E+01 9.89E+02 2.18E+03 9.33E+03 1.65E+03 4.13E+04 1.98E+03 1.75E+02 2.22E+03
F27 5.11E+01 2.41E+03 4.56E+04 7.12E+03 1.23E+01 4.32E+02 1.98E+04 3.32E+03 3.27E+03 0.45E+01
F28 1.63E+01 1.29E+01 3.37E+02 1.07E+03 1.67E+02 2.55E+03 7.46E+01 1.03E+03 3.87E+01 1.19E+03
F29 0.00E+00 0.12E+00 0.37E+01 0.88E+01 0.37E+02 4.62E+03 9.29E+01 0.20E+02 3.37E+00 5.71E+00

The proposed BEPO algorithm has better diversification and intensification than the existing
algorithms. This is due to the adaptive nature of the proposed BEPO algorithm. Fig. 3 illustrates
the convergence curves obtained from BEPO and the existing binary metaheuristics on F7, F9,
F14, and F27 functions. It is observed from this figure that BEPO has better convergence than
the existing algorithms.

5 Performance Evaluation of BEPO for Feature Selection Tasks

In this section the performance of the BEPO algorithm is analyzed in detail on the feature
selection problem. Feature selection is a well-known optimization problem that uses discrete search
space. The main purpose of feature selection techniques in the literature is to increase prediction
performance. In order to demonstrate the performance of BEPO in the feature selection problems,
it is compared with the well-known existing binary metaheuristics.
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Figure 3: Convergence analysis of BEPO and other metaheuristics on benchmark functions (a) F7,
(b) F9, (c) F14, and (d) F27

5.1 Datasets Used and Experimental Setup
The eight UCI datasets [49] have been used to validate the performance of BEPO. The

detailed description of these datasets is mentioned in Tab. 6. BEPO is compared with the recently
developed binary metaheuristics that were mentioned in Section 4.2 using the same parameter
settings. The following fitness function is used to evaluate the feature selection performance of the
proposed BEPO algorithm and compare it with current SOTA techniques.

Fit= ξ ×Error(d)+ψ |lenfeat_sub||Total_feat| (13)

where Error(d) is the rate of error obtained from the algorithm on the feature set, d. |lenfeat_sub|
represents the length of d, and |Total_feat| denotes the total number of features. ξ and ψ are set
to 0.99 and 0.01, respectively as mentioned in [46].
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Table 6: Description of datasets

Datasets No. of instances No. of attributes

Wine 178 13
Zoo 101 17
Glass 214 09
Haberman 306 03
Bupa 345 06
WDBC 576 30
PenglungEW 325 73
CMC 1473 09

5.2 Result and Discussion
The performance of the proposed BEPO algorithm is compared with the current binary

metaheuristic algorithms in Tabs. 2, 3, 4, and 5. In all tables, the BEPO algorithm mostly produces
higher performances compared to other algorithms. However, for some test functions, it produces
similar results or lower performance compared with other algorithms. This situation is naturally
met because all proposed algorithms are nature-inspired. In functions where the best solution is
not produced by BEPO, BEPO is generally among the top three best solutions. From this point
of view, BEPO can be considered as the most suitable algorithm for real-life problems. Fig. 3
provides information about the speed at which the binary algorithms reach the solution. According
to Fig. 3, the BEPO algorithm can reach the most appropriate solution quite quickly compared
to other algorithms. When all these binary SOTA approaches are evaluated in terms of speed, the
proposed BEPO algorithm stands out for real-life applications.

Tab. 7 presents the results of comparing the BEPO algorithm with other binary metaheuristic
methods for feature selection tasks. Accordingly, experiments of all mentioned binary optimization
algorithms are carried out using eight benchmark datasets. The resulting performances show
that BEPO produces higher performances in all datasets for feature selection tasks than other
algorithms according to the average best fitness value. In Tab. 7, the average best fitness values
produced by BGWO and BGSA algorithms are quite striking compared to the others. Fig. 4
compares the learning speed of the proposed BEPO algorithm and other algorithms. It is observed
from the figure that BEPO has better convergence than the other algorithms. In the feature
selection task, it is seen that the difference between the number of iterations decreases. However, it
turns out that the proposed BEPO algorithm is more suitable for the solution of real-life feature
selection problems in terms of both performance and speed. In some large dimensional datasets,
BEPO may have slow computational speed due to the utilization of transfer functions.
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Table 7: Average fitness value obtained from BEPO and other algorithms

Datasets BEPO BGWO BGSA BPSO BBA

Wine 8.73E−01 9.05E−01 8.82E−01 8.76E−01 9.00E−01
Zoo 0.77E−01 0.98E−01 0.79E−01 0.78E−01 1.37E−01
Glass 2.98E−02 3.08E−02 3.01E−02 2.95E−02 3.04E−02
Haberman 2.59E−01 2.60E−01 2.61E−01 2.63E−01 2.62E−01
Bupa 3.18E−01 3.42E−01 3.34E−01 3.28E−01 3.50E−01
WDBC 2.01E−04 1.41E−01 2.31E−01 8.23E−02 8.65E−02
PenglungEW 5.26E−05 7.41E−02 2.38E−02 3.96E−02 7.15E−02
CMC 3.98E−01 4.78E−01 4.88E−01 4.80E−01 4.96E−01
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Figure 4: Convergence analysis of BEPO and binary metaheuristics on (a) Glass, (b) Wine datasets

6 Conclusion and Future Work

Nowadays, optimization solutions that enable us to reach the most suitable solutions in almost
every field in the shortest time are mostly offered in the continuous search space. However, studies
in the literature show that many real-life problems are more appropriate in binary search space
and in a discrete way. For this purpose, binary versions of existing optimization algorithms are
being studied extensively. In this study, the binary version of the well-known EPO algorithm,
which is dubbed BEPO, is proposed to solve binary problems in the binary search space. The
position updating mechanism of the original EPO is modified to switch to the binary search space.
For this purpose, binarization is performed using the sigmoidal transfer function. The performance
of the proposed BEPO algorithm is tested for general optimization and feature selection problems
in two separate sections. First, the performance of the proposed BEPO algorithm is evaluated
using 29 benchmark test functions. Experimental results reveal that BEPO outperforms the existing
binary metaheuristics. The superior results of the proposed method are presented according to
different evaluation criteria and compared with SOTA methods. The statistical significance of
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the proposed algorithm is analyzed through ANOVA. In the second stage of the experiments,
the effects of BEPO algorithm on the solution of the feature selection problem are analyzed.
The results obtained show that BEPO can be used effectively in feature selection tasks with
high performance. The detailed analysis performed in this study reveals that the proposed BEPO
algorithm is the most suitable method for both real-life general optimization and real-life feature
selection problems. In future studies, the use of BEPO algorithm with hybrid structures will be
studied. Effects of the BEPO algorithm hybridization on performance will be investigated in detail.
Also, BEPO variants will be studied to solve different real-world problems.
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