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Abstract: The understanding of water resource changes and a proper projec-
tion of their future availability are necessary elements of sustainable water
planning. Monitoring GWS change and future water resource availability are
crucial, especially under changing climatic conditions. Traditional methods
for in situ groundwater well measurement are a significant challenge due to
data unavailability. The present investigation utilized the Long Short Term
Memory (LSTM) networks to monitor and forecast Terrestrial Water Stor-
age Change (TWSC) and Ground Water Storage Change (GWSC) based on
Gravity Recovery and Climate Experiment (GRACE) datasets from 2003–
2025 for five basins of Saudi Arabia. An attempt has been made to assess
the effects of rainfall, water used, and net budget modeling of groundwater.
Analysis of GRACE-derived TWSC and GWSC estimates indicates that all
five basins show depletion of water from 2003–2020 with a rate ranging from
−5.88 ± 1.2 mm/year to −14.12 ± 1.2 mm/year and −3.5 ± 1.5 to −10.7 ±
1.5, respectively. Forecasting based on the developed LSTM model indicates
that the investigated basins are likely to experience serious water depletion at
rates ranging from −7.78± 1.2 to −15.6± 1.2 for TWSC and −4.97± 1.5 to
−12.21 ± 1.5 for GWSC from 2020–2025. An interesting observation was a
minor increase in rainfall during the study period for three basins.
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1 Introduction

The arid and semi-arid regions of the world have historically suffered from depleting fresh-
water resources, including TWS (Terrestrial Water Storage) and GWS (Ground Water Storage),
apart from low rainfall and rising water demands. The depletion of these water resources primarily
depends on climatic parameters (precipitation and temperature) and the rising water demand
for municipal, agricultural and industrial purposes. The population of Saudi Arabia increased
by 15.48% from 27.4 million in 2010 to 32.4 million in 2016, and the volume of extracted
groundwater also rose by 27% from 15.8× 109 cubic meters in 2010 to 21.6× 109 cubic meters in
2016 [1]. Monitoring GWS change and future water resource availability are crucial, especially in

This work is licensed under a Creative Commons Attribution 4.0 International License,
which permits unrestricted use, distribution, and reproduction in any medium, provided
the original work is properly cited.

http://dx.doi.org/10.32604/cmc.2022.020495


4600 CMC, 2022, vol.70, no.3

arid areas like Saudi Arabia. Traditional methods such as in situ well measurement for monitoring
GWS are immensely challenging due to data unavailability [1–3].

The GRACE satellite missions provide an excellent opportunity to monitor TWS and
GWS [4]. GRACE data has been used successfully to estimate GWSC worldwide, such as in
Africa [5–7], northwestern India [2,8–10], in the United States [11,12] in Australia [13], in the
Middle East [14–18] and in China [2,18–20]. Saudi Arabia has also shown evidence of water
resource exploitation and severe groundwater decline by recent studies using the GRACE dataset
from 2002 to 2016 [15,17,18,21,22].

The present investigation also contributes to two major aspects: forecasting the future status
of GWSC using LSTM modeling from July 2020 to December 2025 and analyzing the corre-
lation between groundwater change and rainfall. There are four main objectives of the present
investigation: (1) to analyze the changes in TWSC and GWSC from 2003–2020, (2) to analyze
the relationships among TWSC, GWSC, satellite-based rainfall and rainfall from meteorological
stations from 2009 to 2016; (3) to estimate the net budget modeling of groundwater based on
GWSC and rainfall; and (4) to forecast TWSC and GWSC changes from July 2020 to June
2025 using developed and tuned LSTM models. All these objectives were accomplished for entire
Saudi Arabia and five basins within Saudi Arabia. A total of 364 tiles of SRTMGL3 DEM were
downloaded from LPDAAC (https://lpdaac.usgs.gov) to prepare the entire KSA mosaic (Fig. 1).

Figure 1: Map of KSA with mosaicked SRTM DEM background

LSTM networks are a type of RNN that use special units (cells) and standard units to
overcome the limitation of traditional RNN [23–26]. There are three gates, which are contained by
a cell in LSTM. The first gate is the input gate, the second is termed as the forget gate, whereas
the third is the output gate. The LSTM network composition function’s description is based on
the input node, and the three gates are contained by a cell, cell state and output layer. Eqs. (1)–(7)
are as follows [27,28].

https://lpdaac.usgs.gov
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Input node

g(t) = tanh(Wgxx(t) +Wghh
(t−1) +bg) (1)

Input gate

i(t) = σ(Wixx
(t) +Wihh

(t−1) +bi) (2)

Forget gate

f(t) = σ(Wfxx
(t) +Wfhh

(t−1) +bf ) (3)

Output gate

o(t) = σ(Woxx(t) +Wohh
(t−1) +bo) (4)

Cell state

s(t)= g(t)� i(t)+ s(t− 1)�o(t) (5)

Hidden gate

h(t)= tanh(s(t))�o(t) (6)

Output layer

y(t) = (Whyh
(t) +by) (7)

Recent studies have used LSTM models [29–35], ML models [36–39] and ANN models [40,41]
to forecast groundwater level (GWL). Earlier investigations have forecasted the GWL within the
time series of observed data while others have forecasted for three months [36]. The scope of
the present study entails forecasting the values within time series. Also, this study’s novelty lies
in the evaluation and tuning of the LSTM models to forecast the future TWSC and GWSC for
65-timesteps (monthly) from July 2020 to December 2025. We could have forecasted for a longer
time range, but it was deemed infeasible due to the size of historical time series data (2003–2020).
This study is almost certainly the first investigation that reports GRACE forecasting-derived TWS
and GWS using LSTM modeling for entire Saudi Arabia.

2 Data

2.1 GRACE Data
Terrestrial water storage (TWS) was obtained from GRACE and GRACE-FO satellites. These

satellite missions were jointly launched by NASA (https://grace.jpl.nasa.gov/data/get-data/) and the
German Aerospace Centre (DLR). GRACE and GRACE-FO information from January 2003 to
June 2020 were obtained at 0.5◦ spatial resolution and monthly temporal resolutions. There was no
GRACE satellite coverage from July 2017 to May 2018, and data gaps occurred from August 2018
to September 2018. Therefore, the years 2017–2018 were excluded from the present investigation.
GRACE release 06 (RL06) V 2.0 global mass concentration blocks or mascon products were used
in the present investigation, which were acquired from Jet Propulsion Laboratories (JPL). The
primary reason to choose the JPL product over other products was the absence of leakage and
measurement uncertainties [42,43].

https://grace.jpl.nasa.gov/data/get-data/


4602 CMC, 2022, vol.70, no.3

2.2 Rainfall
The monthly rainfall dataset of Saudi Arabia from January 2009 to December 2018 was

procured from the General Authority for Statistics [1]. This dataset contained rainfall (in mm)
from 26 PME MET Stations without significant gaps. The Tropical Rainfall Measuring Mission
(TRMM) data was procured from January 2009 until December 2014, and Global Precipitation
Measurement (GPM) data was procured from January 2015 to November 2020 from NASA’s
Precipitation Processing System (https://pps.gsfc.nasa.gov/). The precipitation data of MET sta-
tions and precipitation data from TRMM and GPM’s satellite mission have been abbreviated as
METRain and SatRain, respectively.

3 Methodology

3.1 GRACE TWS and GWS Estimation
TWS was estimated using GRACE and GRACE-FO satellites from Jan 2003 to June 2020

at 0.5◦ spatial and monthly temporal resolutions. GRACE, on its own, is incapable of separating
anomalies from several elements of TWS (e.g., surface water storage, canopy water, and soil
moisture content). Therefore, it is essential to subtract non-groundwater components. When this
process is carried out for TWS data, the GWS can be obtained. The current study area being the
arid and semi-arid part of Saudi Arabia, the contribution of surface water storage and canopy
water was likely to be insignificant in the overall calculation. However, the soil moisture content
(SMC) had to be subtracted from the change in TWS (TWSC) to get the change in GWS
(GWSC), see Eq. (8).

GWSC=TWSC−SMCC (8)

In the equation, GWSC and SMCC showed changes in groundwater storage and changes in
soil moisture content, respectively. Information related to soil moisture was obtained using the
Global Land Data Assimilation System (GLDAS) [44,45]. The GRACE TWS data was re-gridded
to 1◦ to make the resolutions identical to GLDAS-modeled data based on the approach of [46].
The GLDAS-modeled data were chosen over other LSMs since it provides practical approximation
related to the soil moisture content in arid areas [17]. Since the difference between GLDAS models
can cause uncertainty in GWS estimates, the ensemble mean of GWS was estimated based on the
three LSMs for our analysis.

3.2 GRACE TWSC and GWSC Uncertainty Estimation
The calculation of total TWSC uncertainties (∂TWSC) was performed using the methodology

described by [17,47]. TWSC annual and semi-annual trends and first residual (r1) were calculated.
The lag value of 13 months was used to remove the annual trend from the time series and second
residual (r2), and its standard deviation (r3) was calculated. The values of r1, r2, and r3 were
added to get the total uncertainty from the TWSC. The uncertainty in SMCC (∂SMCC) was
estimated as the mean monthly standard deviation from the three GLDAS models [21,46,47].
The total uncertainty in the GWSC (∂GWSC) was calculated using quadratic addition related to
TWSC and SMCC values, see Eq. (9).

∂GWSC=
√

(∂TWSC)2+ (∂SMCC)2 (9)

https://pps.gsfc.nasa.gov/
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3.3 Trend Analysis
Mann-Kendall tests [48,49] were carried out for trend analysis to detect trends and changes

in GWSC over the years of analysis. Sen’s slope values [50] were used to understand the trend
of GWSC change for five sub-basins of KSA from Jan 2003 to June 2020. Statistics of Mann-
Kendall S value [48,49] were evaluated for chronologically placed observations in the time series
Eq. (10). The variance of the observations VAR(S) in the time series was also estimated as per
Eq. (12). Standardized test Z Eq. (13) [51] for the statistical analyses was also performed.

S=
n−1∑
i=1

n∑
j=i+1

Sgn(Xj−Xi) (10)

Sgn(Xj−Xi)=
⎧⎨
⎩
+1,> (Xj−Xi)
0,= (Xj−Xi)

−1,< (Xj −Xi),
(11)

VAR(S)= 1
18

⎡
⎣n(n− 1)(2n+ 5)−

q∑
p=1

tp(tp− 1)(2tp+ 5)

⎤
⎦ (12)

Z

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

S− 1√
VAR(S)

if S> 0

0 if S= 0
S+ 1√
VAR(S)

if S< 0.

(13)

Here, Xi and Xj are chronologically placed values of variables in the time series, n represents
the total count of observations, ties for pth value is shown as tp, and tied values number is shown
as q. When Z is positive, it means an increasing trend in GWSC, and vice versa.

3.4 Correlation Analysis Between Variables
An attempt was made to study the correlation analysis among GWSC, TWSC, SatRain and

METRain for five basins from Jan 2009 to Dec 2016 as per the availability of a common temporal
dataset [15]. compared the mean values of rainfall each month, obtained using records of rain
gauges and global weather data, and reported correlation coefficients ranging from 0.72 to 0.85.
We have used SatRain and METRain for correlation analysis for all five basins. A significant
association between the records of SatRain and METRain cannot be anticipated as SatRain
corresponds to measurements over significantly wide-ranging areas (0.5o× 0.5o).

3.5 Data Pre-Processing for LSTM-Based Forecasting
Data transformation is crucial before implementing the LSTM model. Three data transforma-

tions were applied in the current investigation. First, a lag variable of 1 was applied to remove
the decreasing trend in the dataset. The second step was the transformation of time series data
into input and output so that the output of a step becomes the input of the next step to forecast
the value of the current time step. As described earlier, total data in the time series were 186
monthly values. The first 150 months’ dataset for all five basins were taken for the training (126
months) and testing (24 months) of the LSTM model; the remaining 36 months of data (July
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2015-June 2020, data gaps of 2016 and 2017) were kept separate from the training process for the
unbiased external validation of the LSTM prediction. The third transformation was the scaling of
time series data from −1 to 1. All these three transformations were inverted after the prediction
step to get the values at the original scale so that the uncertainty calculation could be adequately
assessed.

3.6 Implementation of LSTMModel
Keras library version 2.3.0 with TensorFlow version 2.0 at the backend and Python version

3.8.0 was used to build the LSTM models in the current study. The libraries used in the current
investigation were NumPy, Pandas, Matplotlib, and scikit-learn. A 4 step procedure was applied
to implement LSTM.

The first step was to define the LSTM network, which is organized as a sequence of layers
contained by a sequential model. LSTM layer requires that the number of inputs in a three-
dimensional shape consists of samples, time steps and features; therefore, reshape function was
used to convert our data into a three-dimensional shape based on 130 samples of training,
monthly time-step, and features represented by five basins. Two LSTM layers were used in the
current investigation. In the first LSTM layer, the return_sequences were set to true, and it
indicated that the output of each neuron’s hidden state was used as an input to the next LSTM
layer. Several hyper-parameters such as optimizer, learning rate, number of units, momentum, and
activation functions have to be chosen a priori. Activation functions are required for functional
mapping of an input value to an output signal; now, this output becomes the input in the next
layer. The dropout layer was added between two LSTM layers, and outputs of the prior layer were
fed to the subsequent layer to prevent overfitting. It works by “dropping out” or probabilistically
removing inputs to a layer, which may be input variables from a previous layer. The reason to
choose dropout over L1 and L2 regularization was that dropout provides regularization, including
robustness to the network, allowing it to evaluate different networks. It has a float value between
0 and 1 with a default value of 1. A value of 0.5 was chosen with two dropout layers.

The second step was compiling the network. It required several parameters, such as an
optimization algorithm to train the network and the loss function to evaluate the network. Several
optimizers were tested based on their performances. The third step was the fitting of the LSTM
model. The objective of model fitting is to adapt the weights based on a training dataset. It
requires the training data to be specified for inputs and corresponding outputs. The initial value of
epochs was given as 100 with a validation split value of 0.2 (i.e., 30 values for internal validation
of the model) and input and output values.

The fourth and essential step was the prediction using the LSTM model. We forecasted the
output step by step for the test data, and the model fed the current forecasted value back into
the input window by moving it one step forward to aid forecasting at the next time step using the
moving-forward window technique [23]. Here we used a moving forward window of size 24, which
means we used the first 24 data inputs to forecast the 25th data point. Next, we used the window
between 1 to 25 data inputs to forecast the 26th data point and so on. We used the pandas shift
function that shifts the entire column by the specified number for moving the window. In this,
we shifted the column up by one and then concatenated that to the actual data. After fixing the
window’s size, the 25th column in the table becomes the target y, and the first 24 columns become
our input x1, x2,. . ., x24 features. Using this method, we forecasted the GWSC individually for
36 months from July 2015-June 2020 (data gaps of 2016 and 2017), or three years. As mentioned
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earlier, the model prediction’s external evaluation was based on a separate dataset of 36-time steps
data that had been kept separate from the training and testing months.

3.7 Tuning the LSTMModel
Tuning the hyper-parameters of any neural network model is essential for evaluating and

appraising the model. The major hyper-parameters of LSTM tuned in the present investigation
were (1) number of nodes, (2) number of training epochs, (3) choice of optimizer, and (4) learning
rate. A walk-forward model evaluation using the hyper-parameters mentioned above was attempted
for different configuration values. The prediction on the test dataset was evaluated based on root
mean squared error (RMSE).

The first configuration tuned was based on the number of nodes, which influences the learning
capability of the LSTM model. Generally, more nodes can learn more complex mapping at the
cost of training time and sometimes cause overfitting. Different nodes (1, 2, 4, 6, and 8) were
tested for different configurations. By using four numbers of nodes, a lesser average RMSE value
of 1.4 and the least variance based on 20 experimental runs were obtained. However, since it
could be an indication of overfitting, dropout was applied to prevent overfitting. The box and
whisker plot (Fig. 2A) suggested that eight nodes showed an average RMSE value of 1.85 and
the highest variance.

The optimization algorithm was the third tuned hyper-parameter of the present LSTM model.
Various optimization algorithms such as Stochastic Gradient Descent (SDG), Adagrad, Adam,
AdaDelta, and RMSProp, were tested. The Adam (Adaptive Moment Estimation) algorithm is an
extension of SGD that calculates each parameter’s learning rate, such as alpha, beta1, beta2 and
epsilon [52,53]. The experimental cases based on ten runs showed a better average RMSE value
of 0.95 while using the ADAM optimizer’s default parameters in Keras 2.3. AdaDelta showed an
average RMSE value of 1.76 with high variance (Fig. 2C).

Learning rate (LR) was the fourth tuned parameter in the current study. The effects of
different learning rates for the ADAM optimizer were evaluated; the default value of parameter
LR in Keras is 0.001. Similarly, the default value for β1 is 0.9. In the same way, β2 is specified
to be 0.999 and ε is specified to be 1e-07. An attempt was made to tune the learning rate with
values of 0.1, 0.01, 0.001, 0.0001, and 0.00001. The box plot indicated that LR of 0.1, 0.01, and
0.001 showed good RMSE values of 0.9 and less variance without any significant difference. On
the contrary, LR of 0.0001 and 0.00001 showed slightly lower RMSE values with higher variances
(Fig. 2D). It was observed that the tuned LSTM model with four nodes, trained for 2000 epochs
with ADAM optimizer having lr of 0.1, showed promising performance based on RMSE and
computational efficiency in the current investigation.

3.8 Autoregression Model
An AutoRegression (AR) based model was used in the present investigation to compare

the forecasting performance of the LSTM model (Fig. 3). Autoregression worked on the dataset
without trend and seasonality, and therefore, the time series data preprocessed in Section 3.5 was
utilized for autoregression. The AR package was used from the statsmodel library using Python
to develop Model 3. The tuning of n, trend parameter, and the seasonal parameter was crucial
to obtain the optimized forecasting model. The k values ranging from 1 to 24 months were given
to model using a loop to obtain the optimized autoregression model. The optimized value for k
was 12 steps or previous months value. The trend parameter and seasonal parameter were n and
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True, respectively. The average RMSE and R2 values for the autoregression model were 0.65 and
0.76, respectively for all the 5 basins, which was significantly good.
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Figure 2: Box plots of hyper-parameters’ assessment based on nodes, epochs, choice and learning
rate (a) No of nodes (b) No of epochs (c) Optimizer (d) Learning rate

3.9 Uncertainty Assessment of the LSTMModel
The Moment Correlation Coefficient (MCC), Root Mean Square Error (RMSE), Mean Abso-

lute Percentage Error (MAPE) and Nash-Sutcliffe coefficient (NSE) were utilized to evaluate
the uncertainty of the LSTM model output. The Mean Absolute Deviation (MAD) was also
considered to analyze the LSTM model’s accuracy between measured and predicted values.
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Figure 3: Flowchart of the methodology

The MCC summarizes the direction and degree of linear relations between actual and
modeled datasets. The correlation coefficient can take values between −1 (perfectly negative cor-
relation) through 0 (no correlation) to +1 (perfectly positive correlation). The MCC formula to
compute the correlation coefficient is given in Eq. (14).

R= N
∑
XY −∑

X
∑
Y√[

N
∑
X2− (∑

X
)2] (

N
∑
Y2

)− (∑
Y2

) (14)

Here, N represents the number of pairs of data. The terms X and Y are parameters.

RMSE is a method to calculate the error or accuracy in predicting models based on standard
deviation Eq. (15). The final output is given in a standard deviation of the error’s magnitude, as
per Eq. (15); the individual calculations are outputted as residuals based on [15].

RMSE =
∑n

n=1 (Yi−Oi)
2

n
(15)

Here, P_i is the ith LSTM predicted value, and Oi is the ith original value.

The MAPE method was used to calculate the prediction accuracy of the LSTM forecast.
The calculation was based on the difference between the original values and values forecasted by
the LSTM and dividing the original value difference. It was then multiplied by the number of
observations and 100 to obtain the percentage error, Eq. (16) [19].

MAPE = 100
n

n∑
n=1

∣∣∣∣At−Ft
At

∣∣∣∣ (16)
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Here, At represents actual value. Similarly, symbol Ft represents the forecasted value or the
predicted value. MAD was used to calculate the dispersion of LSTM forecasted values, as per
Eq. (17). A lower value of MAD indicates that the forecasted data values are concentrated closely
together.

MAD=
∑ |Pi − P̂|

n
(17)

where Pi is the ith data value, P̂ is the mean value, and n is the number of samples.

The NSE or efficiency coefficient test determines the magnitude between the variance of
residual time series and variance of actual data, and its value ranges from -∞ to 1, see Eq. (18).
An output near to one indicates higher model quality and reliability. A value below zero sug-
gests that the model is not reliable. NSE test has been utilized in various GWS forecasting
models [35,36,38,39].

NSE = 1−
∑n

m=1 |y(t)− yf (t)|2∑n
m=1 |y(t)− ȳ)|2 (18)

where y, ȳ, and yf are the actual time series, mean of the actual time series and forecasting series,
respectively.

4 Results and Discussions

4.1 Trend Analysis of GWSC, TWSC and Rainfall
As described earlier, the total uncertainty based on the first residual, second residual and

the standard deviation of the second residual was computed for TWSC (±1.2 mm/year). The
uncertainty in SMC based on the mean monthly standard deviation from the three GLDAS
models was computed as ±0.2 (mm/year). Therefore, the total uncertainty for GWSC was 1.5
(mm/year). Results with a confidence factor ≥ of 90% indicate decreasing annual TWSC and
GWSC change for all the five sub-basins (Tab. 1).

Table 1: Change and gradient of TWSC (2003–2020), GWSC (2003–2020), and rainfall (2009–
2018)

Basins TWSC
(±1.2
mm/year)

GWSC
(±1.5
mm/year)

SNS
(TWSC)

SNS
(GWSC)

Rainfall
change
(mm/year)

SNS
(Rainfall)

Annual
rainfall
(in mm)

1 −5.88 −3.5 −0.53 −0.33 +0.15 +0.01 95.60
2 −8.24 −6.7 −1.17 −0.85 NT 0.001 86.81
3 −8.06 −5.9 −1.07 −0.83 +0.4 0.03 79.40
4 −14.12 −10.7 −1.45 −1.22 NT 0.001 44.18
5 −10.59 −7.4 −1.12 −1.02 +0.32 0.03 60.73

The analysis of rainfall data from 26 MET stations from 2009 to 2018 showed an interesting
trend. Areas 1, 3 and 5 showed a slight increase in rainfall from 2009–2018; however, areas 2 and
4 showed no rainfall change for the same observation years. The rainfall period showed two peaks,
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one in winter [November-January] and another in summer [March-April]. A positive increasing
trend of 0.2 mm/year was observed with a confidence factor ≥ of 80% when combined areas were
taken into account. Based on METRain data, for Saudi Arabia, the average annual rainfall value
increased from 52 mm for the year 2000 to 60 mm for the year 2015 [15] and 73.34 mm for the
year 2018 in the present investigation. A positive trend in the long-term forecasted rainfall was
also reported by [22,54].

4.2 Correlation Analysis Between SATRain, METRain, TWSC and GWSC
The MCC was performed to understand the relationship between GWSC, TWSC, SatRain

and METRain for the five basins from January 2009 to December 2016 as per the common tem-
poral dataset availability (Eq. (14)). There was a strong correlation between TWSC and GWSC;
however, there was no correlation between TWSC and rainfall (SatRain and METRain) or GWSC
and rainfall (SatRain and METRain). It is essential to mention that a significant association
between the magnitudes of GWSC and rainfall cannot be expected. This is because the rainfall
might be reallocated as surface runoff and evapotranspiration, thus altering the allocation of
rainfall in terms of space and time and, consequently, the groundwater storage as the allocated
volume [21,35]. The correlation coefficient between METRain and SatRain was significantly suit-
able for basin 1(0.72), basin 3(0.85) and basin 5(0.65); however, it was weak for basin 2(0.41) and
basin 4(0.46).

4.3 Comparison with Other Studies
We have processed GRACE TWSC and GWSC for the KSA; therefore, we have compared

the current investigation results with other studies (Tab. 2). It was evident based on comparison
with other studies [15,17,18,21] that the TWSC and GWSC values observed in the present inves-
tigation were in suitable conformity with outcomes from other investigations regarding the scale
of calculated uncertainties. The forecasting performance of the current study was compared with
other benchmarks studies based on R2 and RMSE values [34–36,39–41] (Tab. 3). It was observed
based on performance metrices that the present study showed better results.

Table 2: Changes in GWSC and TWSC obtained from the present investigation compared with
other studies

Studies [17] Current
study

[21] Current
study

[15] Current
study

[18] Current
study

Observation
period

2002–2016 2003–2020 2002–2016 2003–2020 2002–2016 2003–2020 2007–2016 2003–2020

TWSC RAK
=−3.0 ±
1.1

RAK
=−5.9 ±
1.2

LMAS
=−9.1 ±
1.3

LMAS
=−10.34 ±
1.2

SAQ
=−8.55 ±
0.22

SAQ
=−9.06 ±
1.2

KSA = 7.85
± 0.44
mm/year

KSA
=−8.01 ±
1.2

MAS
=−7.2 ±
1.0

MAS
=−8.05 ±
1.2

WASB
=−9.4 ±
1.4

WASB
=−8.05 ±
1.2

GWSC RAK
=−1.76 ±
1.4

RAK
=−3.5 ±
1.5

LMAS
=−7.8 ±
1.3

LMAS
=−7.58 ±
1.5

SAQ
=−6.34 ±
0.22

SAQ
=−6.79 ±
1.5

MAS
=−4.8 ±
1.4

MAS
=−5.9 ±
1.5

WASB
=−8.2 ±
1.4

WASB
=−7.44 ±
1.5
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Table 3: Comparison of GWL forecasting with other studies

Studies Current
study

Current
study

[34] [35] [36] [36] [36] [36] [39] [40] [41]

Model LSTM AR LSTM LSTM SVR RF XGBL XGBT CESA Stat mod ANN
R2 0.81 0.76 0.36 0.71 0.8 0.74 0.8 0.74 0.31 0.30 0.81
RMSE 0.5 0.65 0.7 0.26 0.28 0.33 0.27 0.32 0.56 0.23 1.5

4.4 LSTM-Based Forecasting of GWSC and TWSC from Jul 2020 – Dec 2025
There was a possibility while predicting the future values that the LSTM model output may

be uncertain as the model’s output was fed back into it as input. Therefore, we initially forecasted
TWS and GWS from July 2015 to June 2020 and compared them with the actual values based
on the values of coefficient of determination, RMSE, MSE, MAPE, and MAD (Tab. 4). The
developed LSTM model was likely to accurately estimate the possible future values of GWS and
TWS from July 2020 to Dec. 2025, given its reliability (Fig. 4).

Table 4: Performance evaluation of developed LSTM model based on different accuracy metrics

Sub basins R2 MSE RMSE MAPE (%) MAD NSE

1 0.8 0.17 0.42 −6.80 0.6 0.82
2 0.9 0.18 0.43 −2.70 1.17 0.91
3 0.84 0.37 0.61 −4.25 1.21 0.87
4 0.79 0.65 0.8 −3.75 1.29 0.83
5 0.71 0.27 0.52 −3.57 0.59 0.74

The area of the basins with the respective volume of TWSC and GWSC from January 2003
to June 2020 (Tab. 5) shows that basin 1 has shown the maximum TWS volume withdrawn and
GWS volume withdrawn at −5.387 (km3/year) and −3.206 (km3/year), respectively, from 2003 to
2020. While comparing the rate of historical (2003–2020) extracted groundwater (GWS) with the
forecasted (2020–2025) rate of extracted groundwater (GWS), it was observed that basin three and
basin one had shown higher rates −29.68% and −29.58%, while the other three basins had shown
rates ranging from −8.89% to 13.66%.

In the absence of the data on groundwater wells in Saudi Arabia, the annual extracted
groundwater dataset [55] was used to validate the GRACE-derived GWS for Saudi Arabia (2010–
2016). The selection of this annual data for Saudi Arabia was justified by its distinctiveness
and accessibility within the analysis duration. The correlation of GRACE GWS was performed
with net extracted water based on MCC (see Eq. (14)). It was observed that the GWS GRACE
estimations were significantly correlated (R = 0.87) with extracted groundwater data from [55],
see Tab. 6.
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Figure 4: Comparison between actual monthly GWSC values (orange curve) and LSTM-forecasted
GWSC values (blue curve)

Table 5: Forecasting of GWSC and TWSC

Basins TWSC July 2020– GWSC July 2020–
Dec 2025 (±1.2 mm/year) Dec 2025 (±1.5 mm/year)

1 −7.78 −4.97
2 −9.28 −7.37
3 −11.6 −8.39
4 −15.6 −12.21
5 −12.2 −8.57
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Table 6: TWSC and GWSC volume change

Basins Area
(km2)

TWS vol
(km3/year)
(03–20)

GWS vol
(km3/year)
(03–20)

TWS vol
(km3/year)
(20–25)

GWS vol
(km3/year)
(20–25)

1 916100 −5.387 ± 1.099 −3.206 ± 1.374 −7.127 ± 1.099 −4.553 ± 1.374
2 24430 −0.201 ± 0.029 −0.164 ± 0.037 −0.227 ± 0.029 −0.180 ± 0.037
3 288000 −2.321 ± 0.346 −1.699 ± 0.432 −3.341 ± 0.346 −2.416 ± 0.432
4 152700 −2.156 ± 0.183 −1.634 ± 0.229 −2.382 ± 0.183 −1.864 ± 0.229
5 193900 −2.053 ± 0.233 −1.435 ± 0.291 −2.366 ± 0.233 −1.662 ± 0.291

However, the present investigation found that the depletion rate did not show steady or
increasing trends until June 2020. LSTM-based forecasting until 2025 also suggested that there is
a requirement for sustainable water resources planning (Tab. 7). Another interesting observation
was that when the volume of extracted groundwater based on GRACE GWS data of Jan-June
(2019) was compared with GRACE GWS data of Jan-June (2020), a slight decrease of 0.5%
was observed in groundwater extraction. In other words, groundwater extraction was lesser in
2020 than in 2019 (Tab. 8). It might be related to the slowdown or lockdown effect due to the
COVID-19 pandemic.

Table 7: Comparison of GWSC volume change with groundwater extracted (GAS 2018) for entire
Saudi Arabia given

Year Groundwater extracted (km3) GWS(Grace) (km3)

2010 −15.791 −9.745
2011 −17.299 −13.3707
2012 −18.94 −16.812
2013 −20.395 −18.6753
2014 −21.352 −20.2442
2015 −22.648 −21.8787
2016 −21.595 −25.7241

Table 8: The extracted volume of groundwater based on GRACE GWS and groundwater recharge
based on rainfall (10%) from 2009–2016

Basin Extracted volume of
groundwater (GWS)
(km3/year)

Recharge estimate
based on rainfall
(km3/year)

Water-saving
required to achieve
sustainability
(km3/year)

1 8.081 ± 1.374 7.006 ± 1.374 1.074 ± 1.374
2 0.302 ± 0.037 0.170 ± 0.037 0.132 ± 0.037
3 3.482 ± 0.432 1.829 ± 0.432 1.652 ± 0.432
4 3.234 ± 0.229 0.540 ± 0.229 2.694 ± 0.229
5 3.080 ± 0.291 0.942 ± 0.291 2.137 ± 0.291
Total 18.177 ± 2.363 10.487 ± 2.363 7.690 ± 2.363
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4.5 Computational Efficiency of the Present Investigation
During the model tuning, there were clear differences between the number of iterations and

associated computational time required. It was often found that the best suited LSTM model in
the present investigation used 3 sec/epochs, whereas the LSTM model developed by [35] consumed
85 sec/epoch. The optimized model took only 25% computational time compared to the model
with 8000 epochs in 400 min.

5 Conclusions

The present investigation provides an understanding of the historical and projected GWS
changes at a large-scale using GRACE data for Saudi Arabia. Deep Learning LSTM models were
developed based on rigorous hyper-parameters tuning to forecast the water storage changes based
on GRACE-derived GWS. The major hyper-parameters of LSTM tuned in the present investiga-
tion were (1) number of nodes, (2) number of training epochs, (3) choice of optimizer, and (4)
learning rate. A walk-forward model evaluation using the hyper-parameters mentioned above was
attempted for different configuration values. The optimized model took 25% computational time
compared to the model, which took 8000 epochs in 400 min. The correlation coefficient, MAPE,
MAD, NSE and RMSE values were applied to test the LSTM models’ outcomes. GRACE-derived
GWS indicated that all the five investigated basins were experiencing groundwater depletion rates
of 18.17 km3/year. Future forecasting based on the developed LSTM model indicates that, from
July 2020 to Dec 2025, the investigated five basins are likely to experience depletion of water at
rates ranging from −7.78 ± 1.2 to −15.6 ± 1.2 for TWSC and −4.97 ± 1.5 to −12.21 ± 1.5 for
GWS. The future scope of the present investigation is to add in-situ data when available to assess
and improve the model performance.

6 Limitations and Learning Points of the Present Investigation

The significant limitations of the present study can be discussed with respect to the following
points: (1) Data continuity and temporal availability of different datasets. GRACE data was
available from 2002 to 2020 with data gaps in 2002 and 2017–2018 due to no data or no coverage.
(2) Different resolutions of the dataset, e.g., GLDAS resolution was 1.0o, and GRACE-derived
GWS and TWS were gridded to 1.0o. Similarly, SatRain resolutions were 0.25o and 0.10o for
TRMM and GPM, respectively. (3) GWS and TWS were the change rate values, whereas SatRain
and METRain were the time series data. (4) In the absence of data about groundwater wells
for entire Saudi Arabia, the annual extracted groundwater dataset [1] were used to validate the
GRACE-derived GWS for the study area, which was available only from 2010 to 2016. (5)
The computation of the LSTM best fit model requires 100 min for 2000 number of epochs,
and an improvement to use a lower number of epochs is required in the future so that model
computational efficiency can become better. (6) The reasons to choose LSTM in the present
investigation are its capability to deal with the vanishing gradient problem and better control,
flexibility and performance than traditional RNN. (7) The LSTM model has limitations such as
requirement of high memory-bandwidth due to linear layers, more prone to overfitting, and too
complex to apply dropout.
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