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Abstract: In this paper, a joint analysis consisting of goodness-of-fit tests and
Markov chain Monte Carlo simulations are used to assess the performance
of some ranked set sampling designs. The Markov chain Monte Carlo sim-
ulations are conducted when Bayesian methods with Jeffery’s priors of the
unknown parameters of Weibull distribution are used, while the goodness
of fit analysis is conducted when the likelihood estimators are used and the
corresponding empirical distributions are obtained. The ranked set sampling
designs considered in this research are the usual ranked set sampling, extreme
ranked set sampling, median ranked set sampling, and neoteric ranked set
sampling designs. An intensive Monte Carlo simulation study is conducted
using Lindley’s approximation algorithm to compute the different designs’-
based estimators. The study showed that the dependent design “neoteric
ranked set sampling design” is superior to other ranked set designs and the
total relative efficiency is higher than the other designs’ total relative efficiency.

Keywords: Goodness of fit; ranked set sampling; Weibull distribution;
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1 Introduction

Ranked set sampling (RSS) designs were first established in [1], to find a more efficient method
to estimate the mean pasture yields. Since then, several modifications were considered to provide
more efficient estimators and to reduce the errors in the ranking, see [2], and subsequently it
will be possible to have better fits to the data under consideration. Extreme ranked set sampling
(ERSS) design was introduced in [3], as the first modification of RSS, while [4] introduced another
modification called median ranked set sampling (MRSS) design. The moving extreme ranked
set sampling (MERSS) design was proposed in [5], while [6] introduced the double ranked set
sampling (DRSS) design and proved that the population mean estimated using DRSS samples is
more accurate and precise than those estimated with RSS and simple random sampling (SRS)
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designs. Later on, [7] suggested the multistage ranked set sampling (MSRSS) design as a gener-
alization of the DRSS design. In [8] Zamanzade investigated a new ranked set sampling design
with a dependence structure called neoteric ranked set sampling (NRSS) design and showed that
NRSS based estimators are superior to the independent RSS based estimators. Moreover, two-
stage NRSS designs were proposed in [9], where they showed that five different sampling designs
based on NRSS outperform RSS and NRSS designs. The likelihood estimation of distribution
parameters using DRSS, NRSS, and DNRSS designs were proposed by [10,11], and showed that
the proposed likelihood estimators provide similar results as when estimating population means
and variances using these designs.

This paper aims to use goodness-of-fit (GOF) tests and indices together with Markov chain
Monte Carlo (MCMC) simulations to assess the performance of four ranked set sampling designs,
RSS, ERSS, MRSS, and NRSS designs. GOF analysis includes Kolmogorov–Sminarov test, the
Akiki information criterion (AIC), the corrected Akiki criterion (CAIC), the Hanan Quatine
information criterion (HQIC), and Schwarz Bayesian information criterion (BIC) indices.

Goodness-of-fit (GOF) tests are utilized in many areas of research where they are used to
verify the distance between the theoretical distribution and the empirical distribution of a given set
of data. These tests determine how well the distribution under study fits the data set in use. They
can be applied to test the simple hypothesis which completely specifies the model, and composite
hypotheses where only the name of the model/distribution is stated but not its parameters as the
parameters are estimated from the data. When testing GOF using SRS samples, tests based on
the empirical distribution function (EDF) are usually used. These tests include the Kolmogorov–
Smirnov (KS) and Cramer–Von Mises (CVM) GOF tests discussed in [12] who gave a practical
guide to GOF tests using statistics based on EDF. A comprehensive survey of GOF tests based on
SRS can be found in [13], while when using RSS samples, these tests can be obtained simply by
replacing the SRS EDF with the unbiased RSS EDF see [14]. GOF indices such as AIC, CAIC,
HQIC, and BIC are used for model selection and provide fair comparisons between different
distribution candidates.

The rest of the paper is organized as follows: Section 2 is devoted to a simple introduction to
the Weibull distribution, while Section 3 will introduce the four RSS designs used in the research.
In Section 4, Bayesian analysis is considered for all designs including the SRS design, and in
Section 5, the hybrid analysis and numerical study are investigated. Finally, the paper is concluded
in Section 6.

2 The Weibull Distribution

The Weibull distribution, which is considered one of the widely used lifetime distributions in
reliability engineering, was introduced in [15]. It is a flexible distribution that can take on the
characteristics of other types of distributions, based on the value of the shape parameter. The
cdf, pdf, and the quantile functions of the Weibull distribution are given by

F (x; α, β)= 1− e−αxβ

, (1)

f (x; α, β)= αβxβ−1e−αxβ

, (2)

and

Q(u)=
[−ln(1− u)

α

] 1
β

, (3)
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respectively, where x > 0, α > 0, β > 0 and 0 < u < 1. Fig. 1 shows some pdf structures for the
Weibull distribution at selected values of the scale and shape parameters.

Figure 1: Weibull probability density function for several shape parameter values

3 Different Ranked Set Sampling Designs

In this section, we will discuss the ranked set sampling designs considered in this research, and
we will assume for simplicity purposes that the derivations and computations needed are made in
one cycle (c= 1).

3.1 RSS Design

The RSS algorithm according to [16] is described as (i) select m2 units randomly from
the target population with cumulative distribution function (cdf) F(x; θ) and probability density
function (pdf) f (x; θ). (ii) Allocate the m2 selected units as randomly as possible into m sets,
each of size m. (iii) Rank the units within each set without yet knowing any values for the
variable of interest. The ranking can be based on personal or professional judgment or done
on a concomitant variable correlated with a variable of interest. (iv) Choose a sample for actual
quantification by including the smallest ranked unit in the first set, the second smallest ranked
unit in the second set, the process continues in this way until the largest ranked unit is selected
from the last set. (v) Repeat Steps (i) through (iv) for c cycles to obtain a sample of size n=mc.

3.2 ERSS Design
The first RSS modification proposed in [3] was used to estimate the population’s mean only

using the maximum or minimum ranked units from each set. The process of selecting an ERSS
sample is as follows: (a) Repeat steps (i) through (iii) in RSS design. (b) According to the set size,
if it is even or odd, the selection method may be changed. If the set size m is even, select the

lowest-ranked unit of each set from the first
m
2

sets and select the largest ranked unit of each set

from the other
m
2

sets. If the set size is odd, select the lowest-ranked unit from the first
m− 1
2

sets, the median unit of the
m
2
th set, and the largest ranked unit from the remaining

m− 1
2

sets.

(c) Repeat the above steps r times to obtain a sample of size n=mr.
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3.3 MRSS Design
It was introduced by [4] to estimate the population mean effectively. It was shown that the

MRSS provides an efficient and unbiased mean estimator when the underlying distribution is
symmetric. The scheme of MRSS is first as the usual RSS. The process is as follows, (a) repeat
steps (i) through (iii) in RSS design. (b) If the set size m is odd, select the median element of

the set; otherwise, select the
(m
2

)
ranked unit from the first

m
2

sets and the from the remaining

m
2

sets select the
(
m+ 2
2

)
ranked unit. (c) Repeat the above steps r times to obtain a sample of

size n=mr.

3.4 NRSS Design

The following process describes the NRSS design proposed by [8]: (a) Select m2 random units
from the target population and rank the m2 sample units based on some preestablished ordering
criterion. (b) Select the sample unit ranked in position [(i − 1)m + l]th for the final sample for

i= 1, . . . ,m, where if m is odd, l= m+ 1
2

, and if m is even, l= m+ 2
2

for odd i and l=m/2 for

even i. (c) Steps (a) and (b) can be repeated r times to obtain a final sample of size n=mr.

4 Bayesian Estimation

In this section, Bayes estimators of Weibull distribution parameters α and β are obtained
under the assumption that α and β are independent random variables distributed with Jeffery’s
prior distributions as non-informative priors with densities given, respectively, by

Pα (α)∝ 1
α
, α > 0, (4)

and

Pβ (β)∝ 1
β
, β > 0, (5)

It is to be noticed that in the current study, we will use the squared error loss function to
derive the Bayesian estimators of both α and β.

4.1 Estimation Based on SRS Design
Assume that {xi, i= 1, 2, . . . , m} is a random sample (SRS) drawn from Weibull (α, β). The

likelihood function for Weibull data is given by

LS (α, β; x)=
m∏
i=1

f (xi; α, β)

=
m∏
i=1

αβxβ−1
i e−λxβ

i = αmβme−α
∑m

i=1 x
β
i

m∏
i=1

xβ−1
i . (6)

The joint posterior distribution of α and β is given as
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πS (α, β)= LS (α, β; x)Pα (α)Pβ (β)∫∞
0

∫∞
0 LR (α, β; x)Pα (α)Pβ (β)dαdβ

.

Substituting Eqs. (4) and (5) into Eq. (6), the posterior distribution of α and β becomes

πS (α, β)= αm−1βm−1e−α
∑m

i=1 x
β
i
∏m

i=1 x
β−1
i∫∞

0

∫∞
0 αm−1βm−1e−α

∑m
i=1 x

β
i
∏m

i=1 x
β−1
i dαdβ

.

The Bayesian estimators of α and β based on the squared error loss function are, respectively,
given by

α̂S =E (α | x)=
∫ ∞

0

∫ ∞

0
απS (α, β)dαdβ

=
∫∞
0

∫∞
0 αmβm−1e−α

∑m
i=1 x

β
i
∏m

i=1 x
β−1
i dαdβ∫∞

0

∫∞
0 αm−1βm−1e−α

∑m
i=1 x

β
i
∏m

i=1 x
β−1
i dαdβ

, (7)

and

β̂S =E (β | x)=
∫ ∞

0

∫ ∞

0
βπS (α,β)dαdβ

=
∫∞
0

∫∞
0 αm−1βme−α

∑m
i=1 x

β
i
∏m

i=1 x
β−1
i dαdβ∫∞

0

∫∞
0 αm−1βm−1e−α

∑m
i=1 x

β
i
∏m

i=1 x
β−1
i dαdβ

(8)

4.2 Estimation Based on RSS Design
Let {x(i), i= 1, 2, . . . , m, where x(i) ≡ x(ii) and −∞< x(i) <∞} be a ranked set sample drawn

from a distribution with pdf f (x; θ) and cdf F(x; θ), where m is the set size and θ is the parameter
space. The likelihood function associated with this design is as:

LR(θ ; x)=
m∏
i=1

m!
(i− 1) ! (m− i) !

f
(
x(i); θ

)
[F

(
x(i); θ

)
]i−1[1−F

(
x(i); θ

)
]m−i. (9)

The Likelihood function of RSS samples drawn from Weibull (α,β) is given by

LR (α,β;x)=
m∏
i=1

Ci
(
αβ

(
x(i)

)β−1 e−α(x(i))
β
)(

e−α(x(i))
β
)m−i

×
(
1− e−α(x(i))

β
)i−1

=
m∏
i=1

Ci
(
αβ

(
x(i)

)β−1 e−α(x(i))
β(m−i+1))(

1− e−α(x(i))
β
)i−1

= αmβme−α
∑m

i=1(x(i))
β(m−i+1)

m∏
i=1

Ci
(
x(i)

)β−1
(
1− e−α(x(i))

β
)i−1

, (10)
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where Ci = m!
(i− 1)! (m− i)!

. The joint posterior distribution of α and β is then given by

πR (α, β)= LR (α, β; x)Pα (α)Pβ (β)∫∞
0

∫∞
0 LR (α, β; x)Pα (α)Pβ (β)dαdβ

. (11)

After substituting Eqs. (4), (5) and (10) into Eq. (11), the posterior distribution of α and β

can be derived directly as follows

πR (α, β)=

[
αmβme−α

∑m
i=1(x(i))

β(m−i+1) ∏m
i=1Ci

(
x(i)

)β−1
(
1− e−α(x(i))

β
)i−1

](
1
α

)(
1
β

)
∫∞
0

∫∞
0

[
αmβme−α

∑m
i=1(x(i))

β(m−i+1) ∏m
i=1Ci

(
x(i)

)β−1
(
1− e−α(x(i))

β
)i−1

](
1
α

)(
1
β

)
dαdβ

=
αm−1βm−1e−α

∑m
i=1(x(i))

β(m−i+1) ∏m
i=1

(
x(i)

)β−1
(
1− e−α(x(i))

β
)i−1

∫∞
0

∫∞
0 αm−1βm−1e−α

∑m
i=1(x(i))

β(m−i+1) ∏m
i=1

(
x(i)

)β−1
(
1− e−α(x(i))

β
)i−1

dαdβ

.

The Bayes estimators of α and β are the expected values based on their marginal posterior
distributions and are, respectively, given by

α̂R =E (α | x)=
∫ ∞

0

∫ ∞

0
απR (α,β)dαdβ

=
∫∞
0

∫∞
0 αmβm−1e−α

∑m
i=1(x(i))

β(m−i+1) ∏m
i=1

(
x(i)

)β−1
(
1− e−α(x(i))

β
)i−1

∫∞
0

∫∞
0 αm−1βm−1e−α

∑m
i=1(x(i))

β(m−i+1) ∏m
i=1

(
x(i)

)β−1
(
1− e−α(x(i))

β
)i−1

dαdβ

, (12)

and

β̂R=E (β | x)=
∫ ∞

0

∫ ∞

0
βπR (α,β)dαdβ

=
∫∞
0

∫∞
0 αm−1βme−α

∑m
i=1(x(i))

β(m−i+1) ∏m
i=1

(
x(i)

)β−1
(
1− e−α(x(i))

β
)i−1

∫∞
0

∫∞
0 αm−1βm−1e−α

∑m
i=1(x(i))

β(m−i+1) ∏m
i=1

(
x(i)

)β−1
(
1− e−α(x(i))

β
)i−1

dαdβ

. (13)

4.3 Estimation Based on ERSS Design
Let {y(i), i = 1, 2, . . . , m} be a ranked set sample (RSS) drawn from a distribution with pdf

f (y; θ) and cdf F(y; θ), where m is the set size and θ is the parameter space. The likelihood
function of the ERSS sample drawn from Weibull (α, β) is given by
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Case I: m odd

LEo (θ ; y)=
⎛
⎝ h∏
i=1

[
f1:m

(
y(i); θ

)
fm : m

(
y(ui); θ

)]⎞⎠(
f(h+1):m

(
y(h+1); θ

))

=
h∏
i=1

[
mf

(
y(i); θ

)
[1−F

(
y(i), θ

)
]m−1 × mf

(
y(ui); θ

)
[F

(
y(ui); θ

)
]m−1

]

× m!

(h! )2
f
(
y(h+1); θ

) (
F
(
y(h+1); θ

) (
1−F

(
y(h+1); θ

)))h

= m!

(h! )2
mmαmβm

(
y(h+1)

)β−1
(
1− e−α(y(h+1))

β
)h
e
−α

[
(y(h+1))

β+∑h
i=1

(
(y(i))

βm+
(
y(ui)

)β
)]

×
h∏
i=1

(
y(i) × y(ui)

)β−1

(
1− e

−α
(
y(ui)

)β
)m−1

. (14)

Case II: m even

LEe (θ ; x)=
g∏
i=1

f1 : m
(
y(i); θ

)
fm:m

(
y(ui); θ

)

=
g∏
i=1

(
mf

(
y(i); θ

) [
1−F

(
y(i); θ

)]m−1
)(

mf
(
y(ui); θ

) [
F
(
y(ui); θ

)]m−1
)

=
g∏
i=1

(
mαβ

(
y(i)

)β−1 e−α(y(i))
β
[
e−α(y(i))

β
]m−1

× mαβ
(
y(ui)

)β−1 e
−α

(
y(ui)

)β
[
1− e

−α
(
y(ui)

)β
]m−1

⎞
⎠

=mmαmβme
−α

∑g
i=1

[
(y(i))

βm+
(
y(ui)

)β
]

g∏
i=1

⎡
⎣(y(i) × y(ui)

)β−1

(
1− e

−α
(
y(ui)

)β
)m−1

⎤
⎦ , (15)

where g= m
2
, h= m− 1

2
, ui =m− i+ 1, and fi:m (.; θ) is the pdf of the ordered sample y(i), i =

1, 2, . . . , m. Therefore, the joint posterior distribution of α and β is given by

πEo (α, β)= LEo (α, β; y)Pα (α)Pβ (β)∫∞
0

∫∞
0 LE0 (α, β; y)Pα (α)Pβ (β)dαdβ

, (16)

or

πEe (α, β)= LEe (α, β; y)Pα (α)Pβ (β)∫∞
0

∫∞
0 LEe (α, β; y)Pα (α)Pβ (β)dαdβ

, (17)
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By substituting Eqs. (4), (5), and (14) into Eq. (16) in case of odd set size and Eqs. (4), (5)
and (15) into Eq. (17) in the case of even set size, the Bayesian estimators of both α and β are
directly derived as follows

α̂Eo =E (α | y)=
∫ ∞

0

∫ ∞

0
απEo (α,β)dαdβ, (18)

and

β̂Eo =E (β | y)=
∫ ∞

0

∫ ∞

0
βπo (α,β)dαdβ, (19)

respectively, in the case of odd set size, while in the case of even set size they are, respectively,
given by

α̂Ee =E (α | y)=
∫ ∞

0

∫ ∞

0
απEe (α,β)dαdβ, (20)

and

β̂Ee =E (β | y)=
∫ ∞

0

∫ ∞

0
βπEe (α,β)dαdβ, (21)

4.4 Estimation Based on MRSS Design

Let
{
z(i(m2 )), i= 1, 2, . . . ,

m
2

}
∪
{
z((m−i+1)(m2 +1)), i= 1, 2, . . . ,

m
2

}
when the set size m is even

or
{
z(
i
(
m+1
2

)), i= 1, 2, . . . , m
}
when the set size m is odd be a median ranked set sample (MRSS)

drawn from a distribution with pdf f (z; θ) and cdf F(z; θ), where m is the set size and θ is
the parameter space. The likelihood function of MRSS samples drawn from Weibull (α, β) is
defined as

Case I: m odd

LMo (θ ; z)=
m∏
i=1

fz(i(h+1))

(
z(i(h+1)); θ

)

=
m∏
i=1

m!

(h! )2
f
(
z(i(h+1)); θ

) (
F
(
z(i(h+1)); θ

) (
1−F

(
z(i(h+1)); θ

)))h

=
(

m!

(h! )2

)m m∏
i=1

[
αβ

(
z(i(h+1))

)β−1 e−α(z(i(h+1)))
β ×

(
e−α(z(i(h+1)))

β
(
1− e−α(z(i(h+1)))

β
))h]

.

(22)

Case II: m even

LMe (α, β; z)=
g∏
i=1

[
fz(i(g))

(
z(i(g)); θ

)] [
fz((ui)(h+1))

(
z((ui)(h+1)); θ

)]
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=
g∏
i=1

[
m!

(g− 1) !g!
f
(
z(i(g)); θ

)
F
(
z(i(g)); θ

)g−1 (1−F
(
z(i(h+1)); θ

))g

× m!
(g− 1) ! (g) !

f
(
z((ui)(h+1)); θ

)
F
(
z((ui)(h+1)); θ

)g (1−F
(
z((ui)(h+1)); θ

))g−1
]

=
(

m!
(g− 1) !g!

)m g∏
i=1

[
αβ

(
z(i(g))

)β−1 e−α(z(i(g)))
β
(
1− e−α(z(i(g)))

β
)g−1

×
(
e−α(z(i(g)))

β
)g

×αβ
(
z(ui(h+1))

)β−1 e
−α

(
z(ui(h+1))

)β

×
(
1− e

−α
(
z(ui (h+1))

)β
)g(

e
−α

(
z(ui (h+1))

)β
)g−1

⎤
⎦ . (23)

where g= m
2
, h= m− 1

2
, and ui =m− i+ 1. Thus, the joint posterior distribution of α and β is

directly obtained as

πMo (α, β)= LMo (α, β; z)Pα (α)Pβ (β)∫∞
0

∫∞
0 LMo (α, β; z)Pα (α)Pβ (β)dαdβ

, (24)

or

πMe (α, β)= LMe (α, β; z)Pα (α)Pβ (β)∫∞
0

∫∞
0 LMe (α, β; z)Pα (α)Pβ (β)dαdβ

, (25)

By substituting Eqs. (4), (5), and (22) into Eq. (24) for odd samples and Eqs. (4), (5) and
(23) into Eq. (25) for even samples, the Bayesian estimators of α and β are directly derived,
respectively, as follows

α̂Mo =E (α | z)=
∫ ∞

0

∫ ∞

0
απMo (α,β)dαdβ, (26)

and

β̂Mo =E (β | z)=
∫ ∞

0

∫ ∞

0
βπMo (α,β)dαdβ, (27)

in the case of odd set size, while in the case of even set size they are, respectively, given by

α̂Me =E (α | z)=
∫ ∞

0

∫ ∞

0
απMe (α,β)dαdβ, (28)

and

β̂Me =E (β | z)=
∫ ∞

0

∫ ∞

0
βπMe (α,β)dαdβ. (29)
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4.5 Estimation Based on NRSS Design
Let {u(k(i)), i= 1, 2, . . . , m} be a neoteric ranked set sample, where m is the set size drawn from

a distribution with pdf f (u; θ) and cdf F(u; θ), where m is the set size and θ is the parameter
space. Then, according to Sabry and Shabaan [11], the likelihood function of NRSS samples
drawn from Weibull (α, β) is then given by

LN(θ ; u)= m2!∏m+1
i=1 (ki− ki−1 − 1) !

m∏
i=1

f
(
u(ki)

)m+1∏
i=1

[
F
(
u(ki)

)−F
(
u(ki−1)

)](ki−ki−1−1)
,

= m2!∏m+1
i=1 (ki− ki−1 − 1) !

m∏
i=1

(
αβ

(
u(ki)

)β−1 e
−α

(
u(ki)

)β
)
m+1∏
i=1

⎡
⎣e−α

(
u(ki−1)

)β

− e
−α

(
u(ki)

)β

⎤
⎦

(ki−ki−1−1)
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i=1 (ki− ki−1 − 1) !

αmβme
−α
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i=1

(
u(ki)

)β m∏
i=1

(
u(ki)

)β−1

×
m+1∏
i=1

⎡
⎣e−α

(
u(ki−1)

)β

− e
−α

(
u(ki)

)β

⎤
⎦
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(30)

where

ki =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

m+ 1
2

+ (i− 1)m, m odd

m
2
+ (i− 1)m, m even, i even

m+ 2
2

+ (i− 1)m, m even, i odd

,

and k0 = 0, km+1 =m2+1 and u(k0) =−∞, u(km+1) =∞. Therefore, the joint posterior distribution

of α and β is directly derived as follows

πN (α, β)= LN (α, β; u)Pα (α)Pβ (β)∫∞
0

∫∞
0 LN (α, β; u)Pα (α)Pβ (β)dαdβ

, (31)

and therefore, substituting Eqs. (4), (5) and (30) into Eq. (31), the Bayesian estimators of α and
β are derived, respectively, as

α̂N =E (α | u)=
∫ ∞

0

∫ ∞

0
απN (α,β)dαdβ, (32)

and

β̂N =E (β | u)=
∫ ∞

0

∫ ∞

0
βπN (α, β)dαdβ. (33)

As the Bayes estimators based on the above sampling designs involve complicated integral
functions; Lindley’s approximation is considered to calculate the approximate Bayes estimators of
α and β associated with each sampling design.
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4.6 Lindley’s Approximation
Lindley [17] proposed an approximation procedure to evaluate the ratio of two integrals such

that for u(ϕ,η);

E (u (ϕ, η) | x)=
∫∞
0

∫∞
0 u (ϕ, η) (l (ϕ, η; x))π(ϕ, η)dϕdη∫∞
0

∫∞
0 (l (ϕ, η; x))π(ϕ, η)dϕdη

,

where l (ϕ, η; x) is the log-likelihood function of the parameters ϕ and η. Several authors have
used this approximation procedure to obtain the approximate Bayes estimators for various dis-
tributions, for example, [18–21]. In the case of two-parameter distributions, using the notation
u (θ)= u(θ1, θ2), the posterior mean can be approximated as follows

E (u (θ) |x)≈ u
(
θ̂
)
+ 1

2
(A+ l30B12+ l03B21+ l21C12+ l12C21)+ p1A12+ p2A21, (34)

where

A=
2∑
i=1

2∑
j=1

wijτij, lij = ∂ i+j l
∂θ1

i∂θ2
j , i, j= 0, 1, 2, 3, i+ j= 3,

pi = ∂p
∂θi

, wi = ∂u(θ)

∂θi
, wij = ∂2u(θ)

∂θi∂θj
, p= lnπ((θ1, θ2) ,

Aij =wiτii+wjτji, Bij =
(
wiτii+wjτij

)
τii, and Cij = 3wiτiiτij+wj(τiiτjj+ 2τ 2

ij )

and τij is the (i, j) entry of the inverse of the observed information matrix. All quantities of
unknown (θ1, θ2) in Eq. (34) are evaluated using the maximum likelihood estimators (MLEs)
(θ̂1, θ̂2). Assuming that θ1 = λ, θ2 = β, θ̂1 = λ̂ and θ̂2 = β̂, the mean of the posterior distribution
derived using different sampling designs can be obtained and thus Bayes estimators of λ and β

are obtained for each sampling design. For application see [22–24].

5 Simulation Study

In this section, we conduct a Monte Carlo simulation to compare the performance of the
different ranked set sample designs. The data were generated from Weibull (10, 1.5), Weibull (10,
3.5), and Weibull (10, 20) distributions for different sample sizes (m= 9, 12, 15, 20, 25, 30 and 35).
The simulation is conducted using software R Software. The algorithm is as follows:

a. Generate m random samples from the Weibull distribution using the quantile function
defined in Eq. (3) with number of replicates nsim = 10, 000

b. Use the SRS design and different RSS designs discussed in Section 3 to simulate SRS
samples and different RSS designs’ samples.

c. Obtain the Bayesian estimators under squared error loss function and using Jeffery’s priors.

d. Calculate the root total mean squared error (RTMSE) for different RSS estimators and
SRS estimators for each replicate, where

RTMSE =
√

1
nsim−1

∑nsim
l=1

[(
θ̂1k− θ1

)2 + . . .+
(
θ̂pk− θp

)2]
,
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where p is the number of parameters involved and calculate the total relative efficiency based on
the sampling design A relative to the sampling design B (TRE(A, B)), which is defined as:

TRE (A, B)= TMSE based on sampling design A
TMSE based on sampling design B

.

e. Conduct a GOF analysis and compare the empirical distribution for each replicate based
on the likelihood estimators for all designs and compute the Kolmogorov–Smirnov (KS) statistic,
Akaike information criterion (AIC), corrected Akaike information criterion (CAIC), Hannan–
Quinn information criterion (HQIC) and Bayesian information criterion (BIC) for all fitted
models. Compute an average KS statistic, AIC, CAIC, HQIC, and Schwarz-BIC indices.

The results of the simulation study are reported in Tabs. 1–4. The results for TRE, TRMSE,
and p-values for KS test analysis are demonstrated in Figs. 2–4. From the results, the following
comments are observed,

Table 1: Total relative efficiency and root total mean squared error for RSS-based estimators
under perfect ranking and different designs

Distribution m Total relative efficiencies Root total mean squared error

RSS ERSS MRSS NRSS RSS ERSS MRSS NRSS

Weibull (10, 1.5) 9 1.52 1.80 2.43 4.24 25.94 22.41 20.65 15.02
12 1.95 2.34 3.12 5.26 23.35 20.17 18.58 14.42
15 2.81 3.36 4.48 5.63 21.01 18.15 16.72 12.98
20 3.22 3.84 5.12 7.87 19.91 16.34 14.05 11.68
25 3.91 4.69 6.26 8.44 18.02 14.70 13.55 10.51
30 4.32 5.18 6.91 8.82 15.32 13.23 12.19 9.46
35 4.85 6.26 7.87 10.41 14.79 11.91 10.97 7.51

Weibull (10, 3.5) 9 1.88 2.26 3.01 4.43 22.24 20.98 19.82 15.33
12 2.48 2.98 3.97 5.95 20.21 18.88 17.84 13.79
15 2.98 3.58 4.77 7.11 18.39 17.00 15.05 12.41
20 3.36 4.03 5.38 8.02 17.75 15.30 14.45 11.93
25 3.87 4.64 6.19 8.60 15.28 13.77 13.58 10.06
30 4.75 5.71 7.60 9.16 14.95 12.39 12.16 9.21
35 5.33 6.81 8.92 10.95 12.76 11.15 10.31 6.99

Weibull (10, 20) 9 1.40 1.75 2.28 3.61 26.27 23.55 21.70 16.47
12 1.72 2.15 2.79 4.57 24.54 21.20 19.53 14.82
15 2.18 2.73 3.55 5.01 23.09 19.08 17.58 13.34
20 2.71 3.38 4.39 5.92 19.88 18.17 15.99 12.01
25 3.44 4.32 5.59 6.57 17.89 15.45 15.02 11.80
30 3.92 4.90 6.37 7.23 16.10 13.91 12.82 10.72
35 4.57 5.61 7.08 8.61 14.92 12.52 11.53 8.75
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Table 2: GOF analysis for different sampling designs from Weibull (10, 1.5)

Design m KS p-value AIC CAIC HQIC BIC

RSS 9 0.29 0.72 122.61 124.78 123.48 129.13
12 0.25 0.8 116.76 122.42 120.52 126.48
15 0.23 0.84 120.48 117.13 118.88 124.25
20 0.21 0.88 119.28 115.80 116.76 120.97
25 0.20 0.88 115.70 112.33 113.26 117.35
30 0.17 0.89 112.23 108.96 109.86 113.83
35 0.18 0.9 101.01 98.06 98.87 102.44

ERSS 9 0.28 0.76 116.48 118.54 117.30 122.68
12 0.23 0.82 110.92 116.30 114.50 120.16
15 0.21 0.85 114.46 111.27 112.93 118.03
20 0.20 0.88 113.31 110.01 110.92 114.93
25 0.19 0.89 109.91 106.71 107.60 111.48
30 0.16 0.9 106.62 103.51 104.37 108.13
35 0.17 0.91 95.96 93.16 93.93 97.32

MRSS 9 0.27 0.79 112.63 114.63 113.43 118.63
12 0.23 0.84 107.26 112.47 110.72 116.19
15 0.21 0.87 110.68 107.60 109.21 114.14
20 0.20 0.9 109.57 106.38 107.26 111.13
25 0.18 0.91 106.29 103.19 104.04 107.80
30 0.16 0.92 103.10 100.09 100.92 104.57
35 0.17 0.93 92.79 90.08 90.83 94.11

NRSS 9 0.24 0.83 101.37 103.16 102.09 106.77
12 0.20 0.87 96.54 101.22 99.65 104.57
15 0.19 0.89 99.61 96.84 98.28 102.72
20 0.18 0.93 98.62 95.74 96.54 100.02
25 0.17 0.94 95.66 92.87 93.64 97.02
30 0.16 0.95 92.79 90.08 90.83 94.11
35 0.14 0.96 83.51 81.07 81.75 84.70

• The total efficiency of all RSS-based designs increases as the sample size increases.
• It is clear that the NRSS design provides the most efficient estimators and is superior to
other sampling designs.

• When the distribution shape is approximately symmetric, the RSS designs are more efficient
than the corresponding efficiencies for asymmetric shapes.
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Table 3: GOF analysis for different sampling designs from Weibull (10, 3.5)

Design m KS p-value AIC CAIC HQIC BIC

RSS 9 0.27 0.77 116.77 118.84 117.60 122.99
12 0.23 0.85 111.20 116.60 114.78 120.46
15 0.21 0.86 114.75 111.55 113.22 118.33
20 0.20 0.9 113.60 110.29 111.20 115.21
25 0.19 0.91 110.19 106.98 107.87 111.76
30 0.16 0.92 106.88 103.77 104.63 108.40
35 0.17 0.92 96.20 93.39 94.17 97.56

ERSS 9 0.26 0.79 110.93 112.89 111.72 116.84
12 0.22 0.86 105.64 110.77 109.04 114.43
15 0.20 0.87 109.01 105.97 107.55 112.41
20 0.19 0.91 107.92 104.77 105.64 109.45
25 0.18 0.92 104.68 101.63 102.47 106.17
30 0.15 0.92 101.54 98.58 99.40 102.98
35 0.16 0.93 91.39 88.72 89.46 92.69

MRSS 9 0.25 0.81 107.27 109.17 108.03 112.98
12 0.21 0.88 102.15 107.11 105.45 110.66
15 0.19 0.89 105.41 102.47 104.01 108.70
20 0.18 0.92 104.36 101.31 102.15 105.84
25 0.17 0.93 101.23 98.27 99.09 102.67
30 0.15 0.94 98.19 95.33 96.12 99.59
35 0.16 0.95 88.37 85.79 86.51 89.63

NRSS 9 0.21 0.87 96.54 98.25 97.23 101.68
12 0.19 0.91 91.94 96.40 94.90 99.59
15 0.17 0.92 94.87 92.23 93.60 97.83
20 0.16 0.95 93.92 91.18 91.94 95.26
25 0.15 0.96 91.10 88.45 89.18 92.40
30 0.13 0.98 88.37 85.79 86.51 89.63
35 0.12 0.98 69.53 70.21 74.86 75.66

• Mean squared error decreases as the sample size increases and NRSS has the smallest MSE.
• The GOF analysis showed that NRSS designs do have the highest p-value when testing the

empirical distributions using KS test. Other GOF indices are the smallest for NRSS design
relative to other RSS designs and they also decrease as the sample size increases.
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Table 4: GOF analysis for different sampling designs from Weibull (10, 20)

Design m KS p-value AIC CAIC HQIC BIC

RSS 9 0.30 0.73 125.06 127.27 125.95 131.72
12 0.25 0.82 119.10 124.87 122.93 129.01
15 0.23 0.82 122.89 119.47 121.25 126.73
20 0.22 0.86 121.66 118.12 119.10 123.39
25 0.20 0.87 118.01 114.57 115.52 119.69
30 0.18 0.88 114.47 111.13 112.06 116.10
35 0.19 0.88 103.03 100.02 100.85 104.49

ERSS 9 0.29 0.78 118.81 120.91 119.65 125.13
12 0.24 0.83 113.14 118.63 116.79 122.56
15 0.22 0.84 116.75 113.49 115.19 120.39
20 0.21 0.87 115.58 112.21 113.14 117.22
25 0.19 0.88 112.11 108.84 109.75 113.71
30 0.17 0.89 108.75 105.58 106.45 110.30
35 0.18 0.90 97.87 95.02 95.81 99.27

MRSS 9 0.28 0.79 114.89 116.92 115.70 121.00
12 0.23 0.84 109.41 114.71 112.93 118.51
15 0.21 0.85 112.90 109.75 111.39 116.42
20 0.20 0.88 111.77 108.51 109.41 113.36
25 0.19 0.89 108.41 105.25 106.13 109.96
30 0.16 0.90 105.16 102.09 102.94 106.66
35 0.17 0.91 94.64 91.88 92.65 95.99

NRSS 9 0.25 0.82 103.40 105.23 104.13 108.90
12 0.21 0.87 98.47 103.24 101.64 106.66
15 0.19 0.88 101.61 98.77 100.25 104.78
20 0.18 0.91 100.59 97.66 98.47 102.02
25 0.17 0.92 97.57 94.73 95.51 98.96
30 0.15 0.93 94.64 91.88 92.65 95.99
35 0.15 0.95 85.18 82.70 83.38 86.39

Figure 2: Total relative efficiency for different RSS sampling designs
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Figure 3: Total root mean squared error for different RSS sampling designs

Figure 4: p-values for KS statistics for different RSS sampling designs

6 Conclusion

In this paper and based on numerical analysis, four RSS sampling designs were compared
when estimating the parameters of the Weibull distribution. According to an extensive simulation
study, it was possible to observe that under perfect ranking, the NRSS design outperforms the
one-stage RSS, ERSS, and MRSS designs. Furthermore, it can be noted that the RTMSEs
decrease as the set size increases, especially in asymmetric cases, and the total relative efficiency
increases as the set size increases. Moreover, the NRSS design has the smallest MSEs and the
largest efficiencies over the other sampling designs.
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