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#### Abstract

In software-defined networking (SDN) networks, unlike traditional networks, the control plane is located separately in a device or program. One of the most critical problems in these networks is a controller placement problem, which has a significant impact on the network's overall performance. This paper attempts to provide a solution to this problem aiming to reduce the operational cost of the network and improve their survivability and load balancing. The researchers have proposed a suitable framework called kernel search introducing integer programming formulations to address the controller placement problem. It demonstrates through careful computational studies that the formulations can design networks with much less installation cost while accepting a general connected topology among controllers and user-defined survivability parameters. The researchers used the proposed framework on six different topologies then analyzed and compared with Iterated Local Search (ILS) and Expansion model for the controller placement problem (EMCPP) along with considering several evaluation criteria. The results show that the proposed framework outperforms the ILS and EMCPP. Thus, the proposed framework has a $38.53 \%$ and $38.02 \%$ improvement in reducing network implementation costs than EMCPP and ILS, respectively.
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## 1 Introduction

Traditional networks are not cost-effective and suitable to fully support the current Internet's needs due to their lack of flexibility. This limitation triggers the emergence of the SDN network, a newly proposed network generation that meets the needs and has a high packet routing flexibility. Unlike traditional networks, an SDN network has a separate plane of control on a device or program. With this feature, the SDN network can change the route of sending traffic to different locations through automation decisions using program interfaces [1,2].

The controller is responsible for propagating any flows in the network [3]. Thus, the controller plays an essential role in network management [4]. The controller deployment can be centralized,

This work is licensed under a Creative Commons Attribution 4.0 International License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
decentralized, or distributed, as illustrated in Fig. 1. Some studies on the controller placement problem have shown that using one controller is enough [5]. However, multiple controllers are used due to problems with one controller, including controller failure, which leads to a necessity to consider aspects such as scalability, fault tolerance, and network latency [6].


Figure 1: Types of controller deployment [5]
When the controllers are distributed, a switch can easily send data through connecting to multiple controllers. It also balances the traffic loads transmitted to the controllers with several controllers' help [7]. However, in the distributed architecture, adding network controllers does not increase network reliability because sending data between the controllers needs to be connected more. As a result, network management becomes difficult. Moreover, improper controllers' placement hurts load balance [8-10]. Therefore, the controllers' placement plays a significant role in network performance. For this reason, it is vital to think through the location of the controllers [11].

Controller placement significantly impacts network metrics, such as delay, survivability, and cost [12]. Controller failure for any reason, including increasing the traffic load over the capacity of the controller, has a significant effect on the controller communications. Also, link failure can cause some paths to be lost. As a result, some switches are disconnected from their controller. Therefore, to select the best location of the controllers must take into account the survivability of the network. The main contributions of this paper are as follows:

- We introduce a mixed-integer nonlinear programming formulation of the survivable controller placement problem to impose a general connected topology among controllers. Then, we reduce the formulation to a mixed-integer linear program to be solved more efficiently.
- We show how to incorporate user-defined survivability requirements into our mixed-integer programming formulation.
- We demonstrate through careful computational studies that our formulation can design networks of much less installation cost while accepting a general connected topology among controllers and user-defined survivability parameters.
- Using kernel search framework to solve the controller placement problem and considering network dynamics and different network failure states.
- Load balancing and reducing average delay with optimal allocation of switches and solving the controller placement problem by considering heterogeneous controllers.
The following sections focus on the following points in the paper: Section 2 examines previous work. Section 3 explains the kernel search framework. The analysis of the experiments performed by the proposed framework on the six topologies is described in Section 4. Finally, conclusions are presented in Section 5.


## 2 Related Works

Work in [13] considers a switching on the controllers and between the controller's delays and the controllers' capacity. The researchers propose a clique-based algorithm to find highquality solutions to the network's controller placement problem. Research in [14] focused on the community recognition method to deploy controllers. The researchers used a network consisting of several communities as the topology of controllers. The Louvain algorithm was used in each community. The researchers in [15] have proposed a new method that uses the bipartite graph to balance the controllers' load. The researchers used the Kuhn-Munkres algorithm to assign switches to controllers optimally, and then used genetic algorithms to locate the controllers.

The hierarchical K-means algorithm and segmentation method in large-scale networks were used to solve the controller placement problem [16]. Furthermore, an evolutionary algorithm was used to solve the multi-objective problem in large-scale networks [17]. The algorithm is greedily used to generate initial population and intelligent mechanisms for diversity. Researchers in [18] have used an optimization model to achieve complete flexibility against pre-defined failures. In the study, the goal is to reduce costs so that each switch can be connected to several controllers. Besides, another optimization model was used to minimize the controllers' backup capacity.

Researchers in [19] consider the quality of services (QoS) in terms of latency and access control paths as a criterion in determining the controller's appropriate location. A set of connections has been selected to ensure network availability, and an exact method is used along with a heuristic method. In [20], the Varna optimization method was used for reliable placement to minimize the network's average total latency. Researchers in [21] use the Garter Snake optimization method, a meta-heuristic algorithm that solves new iterations and temperate mating conditions. The algorithm calculates the minimum delays at the appropriate time. Research in [22] introduces a parameter optimization algorithm and model, which solves the controller placement problem with the help of optimized parameters. The researchers use heuristic algorithms, including bat optimization algorithm, firefly, Verna-based optimization algorithm, and particle swarm optimization algorithm.

Research in [23] proposes a Density-Based Controller Placement (DBCP) that uses a clusterbased switch clustering algorithm to segment the network. The installed controllers' capacity determines each section's size, and a controller is placed in each area. Researchers in [24] demonstrate the dynamic placement of controllers, including locating controller modules and determining the number of controllers in each module. For this purpose, the researchers use an algorithm called LiDy + , which has a time order of $O\left(n^{2}\right)$. Research in [25] examines the controller's location to minimize the propagation delay. A modified sample-based clustering method based on affinity propagation is used for learning the optimal number and place of controllers according to the network topology. The concept of network partitioning was introduced to reduce end-to-end latency and controller queue latency [26]. For network segmentation, a cluster-based partitioning algorithm was proposed to ensure that each partition can reduce latency. Several controllers are placed in each subnet to minimize the queue delay.

Researchers in [27] ranked the SDN controllers based on their supporting characteristics using the network analysis process. The highly-rated controllers form a hierarchical cluster. Research in [28] used a hierarchical control plane to ensure the quality of service in the end-to-end paths. They used the TOPSIS method to select the path with the most appropriate quality of service

Research in [29] utilizes an integer linear programming method. The objective function is to minimize the cost of changing the topology to find a suitable solution. The researchers considered
network's cost and survivability to solve the problem through an iterated local search algorithm because the network is dynamic [30]. Besides, network failure events were taken into account. Tab. 1 summarizes the existing research on controller placement in SDN networks regarding objective aspects of latency, scalability, reliability, cost, and dynamic network.

Table 1: Comparison related works

| Ref. | Methods | Objectives |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Latency | Scalability | Reliability | Cost | Dynamic network |
| [13] | Using the clique algorithm | * | * | - | - | - |
| [14] | Community detection method and Louvain algorithm | * | - | - | - | - |
| [15] | Bipartite graph and Kuhn-Munkres algorithm | * | * | - | - | - |
| [16] | Hierarchical <br> K-means algorithm | * | * | * | - | - |
| [17] | Evolutionary algorithm | * | - | - | - | - |
| [18] | Integer linear programming | * | - | * | * | - |
| [19] | Heuristic method | * | - | - | - | - |
| [20] | Varna optimization method | * | * | * | - | - |
| [21] | Garter Snake optimization method | * | * | - | * | - |
| [22] | Parameter optimization in the heuristic algorithm | * | * | - | - | - |
| [23] | The density-based switch clustering algorithm | * | * | * | - | - |
| [24] | An algorithm called LiDy + | * | * | - | - | * |
| [25] | Modified sample-based clustering | * | - | - | - | - |
| [26] | Cluster-based partitioning algorithm | * | * | * | - | - |

Table 1 (Continued)

| Ref. | Methods | Objectives |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: | :---: | :---: | :---: |
|  | Latency | Scalability | Reliability | Cost | Dynamic network |  |  |  |  |  |
| $[27]$ | Hierarchical <br> clustering | $*$ | $*$ | $*$ | - | - |  |  |  |  |
| $[28]$ | TOPSIS method | $*$ | - | $*$ | $*$ | - |  |  |  |  |
| $[30]$ | Integer linear <br> programming | $*$ | - | - | $*$ | $*$ |  |  |  |  |
| Using iterated local <br> search algorithm <br> and dynamic switch <br> allocation <br> algorithm | $*$ | $*$ | $*$ | $*$ | $*$ |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |
| Using kernel search <br> algorithm and <br> dynamic switch <br> allocation <br> algorithm | $*$ | $*$ | $*$ | $*$ | $*$ |  |  |  |  |  |

Tab. 1 shows that most of the works focus on latency, reliability, and scalability. Fewer research have focused on cost and network dynamics. Only research work in [30] and latency, reliability, and scalability criteria also focus on cost and network dynamics. Research in this paper extends and improves the work in [30]. Extensive experiments show the significance of the improvement.

## 3 The Proposed Framework

In this work, we consider the SDN network as a graph. The objective function is multiobjective that also takes into account the cost and survivability. One way to solve multi-objective problems is to turn the objective function into a constraint with multi-objective decision-making techniques. The cost is considered an objective function, and survivability is considered as a constraint in the problem's mathematical model. We used the kernel search algorithm for the state when the network is in the static state. Then, in the network dynamics state, the dynamic allocation algorithm has been implemented. The scenario used in this paper is as follows:

The graph consists of the locations of the controllers and switches. The switches must be connected to the controllers, and at the controller installation locations, locations are selected as candidates for the controller installation. Graph nodes may form clusters so that there are several controllers in each cluster. From the controllers, one is the cluster head managed by a central controller. The connection of switches and controllers is in-band or out-band. The Controllers, switches, and links each have limitations, including resource constraints, bandwidth constraints, and the amount of data sent, respectively. Each controller processes the load sent by the switches according to its resources. We use the backup controller when the central controller fails. Besides, for link failure, we use disjoint paths.

### 3.1 The Mathematical Expression of the Problem

Referring to Fig. 2, the network graph consists of nodes $V$ and edges $E . V$ contains switch nodes $S$ and controller nodes $P$. In other words, $V=S \cap P$ and $S \cap P=\varnothing$.


Figure 2: Network graph with $G=(V, E)$
Set $E$ also contains two sets of $E_{P}$ and $E_{S}$ such that:
$E_{P}=\{a b \in E \mid a, b \in P\}$
$E_{S}=\{a b \in E \mid a \in S, b \in P\}$
Other sets include $O$, and $C . O$ represents ordered pairs of possible locations to install the controller. $C$ indicates the type of controller. In mathematical form:
$O=\{(a, b): a \in P, b \in P, a<b\}$
$C=\left\{c_{1}, c_{2}, \ldots\right\}$
Due to the controller port's limitations, one controller and the other switches can connect several switches. Also, each controller can communicate with other controllers. Tab. 2 shows the symbols used in the model.

Decision variables:
$x_{a b}= \begin{cases}1 & \text { If edge }(a, b) \text { is selected, }, \\ 0 & \text { Otherwise, }\end{cases}$
$z_{c}^{a}= \begin{cases}1 & \text { If a controller of type } c \text { is placed in node } a, \\ 0 & \text { Otherwise },\end{cases}$
$g_{a b}^{p q}= \begin{cases}1 & \text { If a unit flow from location } p \text { to location } q \text { passes edge }(a, b) \\ 0 & \text { Otherwise },\end{cases}$

Table 2: Symbols used in the model
\(\left.$$
\begin{array}{llll}\hline \text { Symbol } & \text { Description } & \text { Symbol } & \text { Description } \\
\hline S & \begin{array}{l}\text { Set of switches }\end{array} & P & \text { Set of possible locations for controllers } \\
E & \begin{array}{l}\text { Set of the switch to controller and } \\
\text { controller to controller edges }\end{array} & O & \begin{array}{l}\text { A set of pairs of possible controller } \\
\text { installation locations }\end{array} \\
\omega_{a b} & \begin{array}{l}\text { Connection cost between node } a \text { and } b\end{array} & z_{a}^{c} & \begin{array}{l}\text { Installing the controller type } c \text { in place } a \\
\gamma_{a}^{c}\end{array}
$$ <br>

$$
\begin{array}{l}\text { Cost of installing the controller type } c\end{array}
$$ \& x_{a b} \& The link between node a and b\end{array}\right]\)| in place $a$ |
| :--- |

Finally, the mathematical model of the problem:
Formulation (1): $\min \sum_{a b \in E} x_{a b} \omega_{a b}+\sum_{c \in C} \gamma_{a}^{c} \sum_{a \in P} z_{a}^{c}$
$\sum_{a b \in E_{P}} g_{a b}^{p q}-\sum_{b a \in E_{P}} g_{b a}^{p q}=\left\{\begin{array}{l}\sum_{c \in C}\left(z_{p}^{c} * z_{q}^{c}\right) a==p \\ -\sum_{c \in C}\left(z_{p}^{c} * z_{q}^{c}\right) a==q \quad \forall a \in P, \quad \forall p q \in O \\ 0 \quad a \neq p, q\end{array}\right.$
$\sum_{b \in P} x_{a b}=1 ; \quad \forall a \in S$
$b \in P$
$a b \in E_{S}$
$x_{a b} \leq \sum_{c \in C} z_{b}^{c} ; \quad \forall a b \in E_{S}, a \in S, b \in P$
$\sum_{c \in C} z_{a}^{c} \leq 1 ; \quad \forall a \in P$
$\sum_{a \in P} z_{a}^{c} \leq \delta^{c} ; \quad \forall c \in C$
$\sum_{\substack{a<b \\ b \in P}} x_{a b}+\sum_{\substack{b \in S \\ b a \in E_{S}}} x_{b a} \leq \sum_{c \in C} \mu^{c} * z_{a}^{c} ; \quad \forall a \in P$
$\sum_{b \in S} \beta^{s} * x_{b a} \leq \sum_{c \in C} \alpha^{c} * z_{a}^{c} ; \quad \forall a \in P$
$b a \in E_{S}$
$x_{a b} \in\{0,1\} \quad \forall a b \in E$
$z_{a}^{c} \in\{0,1\} \quad \forall a \in P, c \in C$
$g_{a b}^{p q} \in\{0,1\} \quad \forall a b \in E_{P}, \forall p q \in O$
The objective function represents the minimum costs of connecting network components (switch and controller) and deploying the controller. Constraint (5) indicates the communication between the two controllers. Constraints (6) and (7) indicate that each switch is connected to a controller. Constraint (8) indicates the deployment of only one controller in each location. Constraints (9)-(11) express the controller's limitations, including the available number, port, and processing capacity.

The expression $\sum_{c \in C}\left(z_{p}^{c} * z_{q}^{c}\right)$, in constraint (5), is a nonlinear equation, and to convert it to a linear equation, we do the following:

$$
\begin{align*}
& t_{p q}=\sum_{c \in C}\left(z_{p}^{c} * z_{q}^{c}\right)  \tag{15}\\
& \left\{\begin{array}{l}
t_{p q} \leq \min \left(\sum_{c \in C} z_{p}^{c}, \sum_{c \in C} z_{q}^{c}\right) \\
t_{p q} \geq \max \left(0, \sum_{c \in C} z_{p}^{c}-\left(1-\sum_{c \in C} z_{q}^{c}\right)\right)
\end{array} \quad \forall p q \in O\right. \tag{16}
\end{align*}
$$

Or equivalently:

$$
\left\{\begin{array}{l}
t_{p q} \leq \sum_{c \in C} z_{p}^{c}  \tag{17}\\
t_{p q} \leq \sum_{c \in C} z_{q}^{c} \\
t_{p q} \geq \sum_{c \in C} z_{p}^{c}-\left(1-\sum_{c \in C} z_{q}^{c}\right)
\end{array} \quad \forall p q \in O\right.
$$

As a result, we have:
Formulation (2) : min $\sum_{a b \in E} x_{a b} \omega_{a b}+\sum_{c \in C} \gamma_{a}^{c} \sum_{a \in P} z_{a}^{c}$
(5)-(17)
$\sum_{a b \in E_{P}} g_{a b}^{p q}-\sum_{b a \in E_{P}} g_{b a}^{p q}=\left\{\begin{array}{ll}t_{p q} & a==p \\ -t_{p q} & a==q \\ 0 & a \neq p, q\end{array} \quad \forall a \in P, \quad \forall p q \in O\right.$
$t_{p q} \in\{0,1\} \quad \forall p q \in O$

### 3.2 The Kernel Search Algorithm

This algorithm [31] is a heuristic used to solve $0-1$ program problems, and also used for each Binary Integer Linear Programming (BILP) problem, which is promising binary variables if it equals to 1 . All promising variables make up the kernel, and is divided into two types: the private kernel and the public kernel. The former consists of promising variables, and the latter consists of the union of private kernels. Both the private kernel and the public kernel are different.

In the kernel search algorithm [32,33], the original problem's linear relaxation is first solved. Then the initial private kernels are formed for each variable set. The union of the initial private kernels acquires the initial public kernel. The variables do not contain the initial private kernel, which is categorized into ordered categories, called private buckets. In Algorithm 1, a pseudo-code of the Kernel Search solves the controller placement problem.

```
Algorithm 1: Kernel Search for CPP
Input: A set \(P\) of positions and a set \(S\) of switches.
Output: A feasible solution ( \(Z^{L P}, X^{L P}, V^{L P}\) ) and the corresponding objective function value \(z^{H}\) or
failure \(=\) TRUE.
```

/*Initialization phase: Build the initial kernel $K$ and the sequence of buckets $\left\{B_{h}\right\}_{h=1, \ldots, N B}{ }^{*} /$

1. Set failure $:=$ FALSE.
2. Get the linear relaxation of the problem LP $(Z, X, V)$ and store its solution $\left(Z^{L P}, X^{L P}, V^{L P}\right)$,
if any. Otherwise, set failure $:=$ TRUE and STOP.
3. if $\left(Z^{L P}, X^{L P}, V^{L P}\right)$ is integer then STOP end if
4. Sort the positions in set $P$ and add them to list $L$.
5. For each position in $L$ sort the switches in set $S$ and select a subset of them.
6. Consider list $L$ and

- Build the initial kernel $K$ is composed of the first $m$ positions in $L$.
- Consider the last $|\mathrm{P}|-m$ positions in $L$ and build a sequence $\left\{B_{h}\right\}_{h=1, \ldots, N B}$.
- Let $N B$ be the number of buckets generated.

7. Solve the restricted problem $\operatorname{BILP}(K)$. If problem $\operatorname{BILP}(K)$ has feasible solutions then let $\left(Z^{L P}, X^{L P}, V^{L P}\right)$ be its optimal solution and $z^{H}$ the corresponding optimal value. Otherwise, set failure $:=T R U E$.
/*Solution phase: Solve a sequence of restricted BILP problems*/
8. for $h=1$ to $N B$ do
9. Create set $K^{\prime}=\left(\begin{array}{l}K \\ \mathrm{U}\end{array} B_{h}\right)$.
10. Solve $\operatorname{BILP}\left(K^{\prime}\right)$ adding the following two constraints

3-1. $z^{H}$ as upper bound to the objective function value;
3-2. $\sum_{i \in B_{h}} Z_{i} \geq 1$.
4. if $\operatorname{BILP}\left(K^{\prime}\right)$ is feasible, $(\mathbf{Z}, \mathbf{X}, \mathbf{V})$ is its optimal solution and $z$ is its optimal value then
5. if failure $=$ TRUE then set failure $:=$ FALSE end if;
6. set $Z^{L P}:=\mathbf{Z}, X^{L P}:=\mathbf{X}, V^{L P}:=\mathbf{V}$ and $z^{H}:=z$;
7. let $B_{h}^{+} \subseteq B_{h}$ be the set of positions belonging to bucket $B_{h}$ selected in solution ( $\mathbf{Z}, \mathbf{X}, \mathbf{V}$ );
8. let $B_{h}^{-} \subseteq B_{h}$ be the set of positions belonging to the kernel that have not been selected $p$ times since they have been introduced in set $K$;
9. Set $\mathrm{K}=\mathrm{K} \mathrm{U} B_{h}^{+} \$ B_{h}^{-}$.
10. end if
11. end for
12. STOP

In this algorithm, the initial private kernel is based on the answer to the first step. Buckets are made from the smallest to the largest using the reduced cost coefficients. The current private kernel update is as follows. A member variable of the private bucket becomes the current private kernel, which is not considered a promising variable.

BILP $(Z, X, V)$ contains the set of variables representing the controller installation at the location $i$, the switch and the controller connection, and communication of controllers with each other, respectively. In other words, mathematically:

$$
\begin{array}{ll}
Z=\left\{Z_{a}^{c}\right\} & \forall a \in P, \forall c \in C \\
X=\left\{X_{a b}\right\} & \forall a \in S, \forall b \in P \\
V=\left\{X_{a b}\right\} & \forall a \in P, \forall b \in P \tag{22}
\end{array}
$$

The linear relaxation of BILP $(Z, X, V)$ is denoted as LP $(Z, X, V)$. In the kernel search algorithm, the private kernel for the set of $X$-variables and $V$-variables should be consistent with the private kernel set of variables $Z$. The same argument is also used for private buckets.

The private kernel for variables $Z, X$, and $V$ are represented as $K(Z), K(X)$, and $K(V)$, respectively. Each $Z_{a}^{c}$ in $K(Z)$ serves a subset of switches. If $Z_{a}^{c}$ values do not exist in $K(Z)$, the variable $X_{a b}$ does not exist in $K(X)$ and $K(V)$. The public kernel is represented by $K$, obtained from the union private kernels $K(Z), K(X)$, and $K(V)$.

The kernel search algorithm functions in two phases. In the first phase, LP $(Z, X, V)$ is solved. $\left(Z^{L P}, X^{L P}, V^{L P}\right)$ indicates the solution to solve the LP problem. If $\left(Z^{L P}, X^{L P}, V^{L P}\right)$ is an integer, this value is considered the best solution to the problem, and the algorithm ends. Otherwise, the LP value is considered the lower bound of the objective function, which is used to detect promising variables. Then, the algorithm sorts the set $P$. For this purpose, the variable $Z_{a}^{c}$ reduced cost is obtained from LP, which is indicated by $c^{\prime}\left(Z_{a}^{c}\right)$. The positions are then sorted in descending order based on the number of connected switches used in LP $(Z, X, V)$. Places not selected in LP solution, i.e., $Z_{a}^{c}=0$, sorted by ascending order of $c^{\prime}\left(\boldsymbol{Z}_{a}^{c}\right)$ values. These sorted values are placed in a list called $L$. In this list, places to have a controller are first, and the other positions are the last part of the list.

After sorting positions, the switches should be connected to these positions. Therefore, the reduced cost of the variable $X_{a b}$ obtained from the LP solution displayed the symbol c' $\left(X_{a b}\right)$. Then, a subset of the switches is connected to the selected positions, with the condition that the value of $c^{\prime}\left(X_{a b}\right)$ for each pair ( $S, P$ ) must not exceed the threshold value $\gamma$. i.e., $C^{\prime}\left(X_{a b}\right) \leq \gamma$. The value of the parameter $\gamma$, obtained from the median of the reduced costs of the variables $X_{a b}$ related to members of the initial private kernel $K(Z)$. i.e.,: $\gamma=$ median $\left\{C^{\prime}\left(X_{a b}\right) \mid a \in S, b \in K(Z)\right\}$.

The created public kernel is called $K$. The set $K(Z)$ contains $m$ of the variable $Z_{a}^{c}$ from the first list $L$ that the value of $m$ is given as the parameter to the algorithm. The $K(X)$ for each member position of $K(Z)$ also contains a subset of the switches associated with that position. The remaining $|P|-m$ positions are classified into $N B$ sets; each set represents as $B(Z)_{h} . h$ takes a value between 1 and $N B . B(Z)_{h=1, \ldots, N B}$ is denoted as private buckets. Each set $B(Z)_{h}$ except for the last set, i.e., $h=N B$, has the number of lbuck members whose lbuck is equal to the parameter $m$. The last set has the number of $(|P|-m)-((N B-1) * m)$ members. Thus, according to the contents expressed, the number of buckets can also be calculated with this formula, $N B=\left\lceil\frac{|P|-m}{l b u c k}\right\rceil$. Likewise, the $N B$ private bucket creates the variable $X$, represented as $B(X)_{h=1 \ldots, N B}$. The run
algorithm's maximum number can be considered $N B$ to determine the stopping condition for implementing the kernel search algorithm. Therefore, the $N B$ parameter determines the number of times to run the algorithm.

In this algorithm, the variable $z^{H}$ is used as the upper bound of the BILP problem. Before solving the BILP problem, check that each switch connects at least one set $K(Z)$ position. If the switch is not connected, set $K(X)$ is corrected; through the way, the corresponding switch is connected to all the positions in $K(Z)$ and set $K(X)$ is updated.

In the second phase, the BILP problem along with $N B$ is solved. In each iteration $h$, where is $h=1, N B$, the current public kernel $K$ is updated by adding the member variables of the current private buckets $B(Z)_{h}$ and $B(X)_{h}$. The BILP problem is solved based on the updated kernel and the definition of two new constraints aiming to reduce computing times. One of these constraints is changing the optimal solution's upper bound, and another is to select at least one position from the current private buckets to solve the problem. If the BILP problem is feasible, the best solution will be provided according to the ontained optimal solution. In this case, at least one position from its current private bucket is selected in the optimal solution, and the current private Kernel $K(Z)$ updates these variables. The set includes these positions are shown as $B(Z)_{h}^{+}$.

Conversely, if a position in the current private kernel has not been selected and the number of times $t$, the variable is not promising, then it is removed from its private kernel. The value of the parameter $t$ in this algorithm is equal to 2 . The set, including these positions, is shown as $B(Z)_{h}^{-}$. Thus, at the end of the iteration $h$, the current kernel $K(Z)$ at the beginning of iteration $h+1$ consists of the members of the set $B(Z)_{h}^{+}$, and minus the members of the set $B(Z)_{h}^{-}$. The same procedure is performed for the current private kernel $K(X)$. If a new position is added to the $K(Z)$, the switches associated with the new position are added to the current private kernel $K(X)$. Conversely, when a position is removed from $K(Z)$, the switches associated with that position are removed from the current private kernel $K(X)$. When the last bucket has been evaluated, the algorithm ends.

Fig. 3 shows an iteration of the kernel search algorithm. The black and gray circles represent the initial kernel and buckets at the beginning and end of the first phase, which is BILP $(K)$. At the beginning of the second phase, BILP $\left(K \cup B_{1}\right)$ is considered as a problem. If an optimal solution is obtained, the kernel is updated, i.e., promising variables (empty circles) are added, and variables that are not promising for a long time are deleted from the kernel (cross-references). The second phase continues with solving the BILP ( $K \cup B_{2}$ ) that kernel $K$ has been updated.


Figure 3: An iteration of the kernel search algorithm [32]
The algorithm does not work properly in both cases. The first case occurs when there is no feasible solution for LP. The second case occurs when no feasible solution is found for each BILP problem. The latter case occurs while the positions' capacity to connect the switches associated
with it, is not enough. The implementation of the kernel search algorithm depends on the exact determination of the parameters.

In order to examine the complexity of the kernel search algorithm, we consider its execution time. Algorithm execution time is an essential criterion in any algorithm that shows us how long the algorithm takes to complete a given input. One standard method for analyzing the complexity of algorithms is asymptotic analysis. In this method, execution time is calculated according to the size of the input. Since the controller placement problem is to determine the controllers' number and location and the number of possible locations, $P$, to install the controller as input to the algorithm is given. Therefore, the complexity of the algorithm depends on the value of $P$.

As we follow and extend the work in [30], we consider all the conditions mentioned there regarding the events causing the network's dynamics and failures. Hence, we refrain from stating them again in this section.

## 4 Experiment and Analysis

In this section, we have presented the results of the simulation of the proposed framework, which refers to the comprehensive model for controller placement (Section 3.1) and the proposed algorithm (Section 3.2). The is reason is that unlike previous research, the comprehensive model is, to deal with the controller placement problem in more detail and with realistic assumptions. This model comes with the proposed algorithm that can be implemented on any network type, with any size and topology. In order to evaluate our proposed framework, we performed experiments. In these experiments, we compare the proposed framework's results with EMCPP [29] ILS [30]. To perform these experiments, we select topologies from the Internet Topology Zoo [34]. Tab. 3 shows the information of these topologies.

Table 3: Information of experimented topologies

| Topology | $\|\mathrm{N}\|$ | $\|\mathrm{P}\|$ | $\|\mathrm{S}\|$ |
| :--- | :--- | :--- | :--- |
| Claranet-A | 15 | 6 | 9 |
| Claranet-B | 15 | 9 | 6 |
| Claranet-C | 15 | 3 | 12 |
| Digex-A | 31 | 12 | 19 |
| Digex-B | 31 | 18 | 13 |
| Digex-C | 31 | 4 | 27 |

The experiments were carried out in three steps. First, we evaluated the proposed framework in terms of network cost; then, we examined the network's survivability. For this purpose, we used formulation (4) defined in [30]. Finally, in the third step, we examined the framework based on connection failure probability and the average delay.

These experiments were performed using a system with Intel Core-i5 processor with 8 GB of RAM. CPLEX and MATLAB software were used to implement the comparison methods. CPLEX is commercial software package and a well-known Branch and Bound solvers of mixed-integer programming problems. Indeed, extensive studies in mathematical programming literature would suggest CPLEX as the most powerful commercial. The parameters used in these experiments are shown in Tab. 4.

Table 4: Experiment parameters

|  | Controller \#1 | Controller \#2 | Controller \#3 |
| :--- | :--- | :--- | :--- |
| Cost $\left(\gamma^{c}\right)$ | $\$ 1500$ | $\$ 2800$ | $\$ 6800$ |
| Ports $\left(\mu^{c}\right)$ | 8 | 16 | 32 |
| Processing $\left(\alpha^{c}\right)$ | 3000 Byte | 4500 Byte | 8500 Byte |
| Link cost | $\$ 9.5$ |  |  |
| Packet size-static $\left(\beta^{s}\right)$ | 250 Byte |  |  |
| Packet size-dynamic $\left(\beta^{s}\right)$ | $100-400$ Byte |  |  |

Each experiment was repeated ten times to achieve more accurate results. Tabs. 5 and 6 show the results of these experiments.

Table 5: Comparison of the proposed framework with EMCPP and ILS methods

| Topology name | $\|\mathrm{P}\|$ | $\|\mathbf{S}\|$ | Proposed | EMCPP | ILS | Imp proposed <br>  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  |  |  | vs. EMCPP | Imp proposed <br> vS. ILS |  |  |
| Claranet-A | 6 | 9 | 528315 | 607910 | 607910 | 15.07 | $\%$ |
| Claranet-B | 9 | 6 | 301669 | 374270 | 374270 | 24.07 | 15.07 |
| Claranet-C | 3 | 12 | 730712 | 839480 | 839480 | 14.89 | 24.07 |
| Digex-A | 12 | 19 | 926616 | 1720400 | 1708400 | 85.66 | 14.89 |
| Digex-B | 18 | 13 | 740850 | 1190300 | 1182300 | 60.67 | 84.37 |
| Digex-C | 4 | 27 | 1731080 | 2265000 | 2253000 | 30.84 | 59.59 |

Table 6: Results of the proposed framework

| Topology name | $\|\mathrm{P}\|$ | $\|\mathbf{S}\|$ | $\mathbf{Z}^{*}$ |  | Proposed | Gap | Average | Gap |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  |  | $(\$)$ | $(\$)$ | $(\%)$ | $(\$)$ | $(\%)$ | Time |
| Claranet-A | 6 | 9 | 528315 | 528315 | 0.00 | 528315 | 0.00 | 0.3 |
| Claranet-B | 9 | 6 | 301669 | 301669 | 0.00 | 301669 | 0.00 | 0.86 |
| Claranet-C | 3 | 12 | 730712 | 730712 | 0.00 | 730712 | 0.00 | 0.02 |
| Digex-A | 12 | 19 | 926616 | 926616 | 0.00 | 926616 | 0.00 | 67.73 |
| Digex-B | 18 | 13 | 740850 | 740850 | 0.00 | 740850 | 0.00 | 125.5 |
| Digex-C | 4 | 27 | 1731080 | 1731080 | 0.00 | 1731080 | 0.00 | 0.03 |

In Tab. 5, the first to third columns show information about the topologies. Columns 4 to 6 show the best cost of the proposed framework and the EMCPP and ILS. The last two columns also express the percentage of improvement of the proposed method compared to EMCPP and ILS, which are calculated by (23) of this percentage.
$\frac{\text { Proposed or Average }-Z^{*}}{Z^{*}} * 100$

According to the results shown in Tab. 5, it can be concluded that the proposed framework performs better than its counterparts in most of the experimented topologies. This advantage is even more noticeable when the topology size is more extensive. The reason is the proper design of the control plane architecture. The proposed framework designs the control plane in such a way as to reduce the cost of links. Also, survivability remains at a desirable level. However, the methods compared, and used the full mesh topology to connect the controllers. This topology requires many links to connect each controller. Hence, connections impose a high cost on the network. According to the experiments results analysis, at least $67 \%$ of the network cost is related to connecting the switch to the controller and the controller to the controller.

The reduction of some topology improvement percentages is related to the topology structure and switches and controllers' arrangement. For this reason, the controller placement is critical, as the deployment of the switches is random.

The first to third columns in Tab. 6 show information about the experimented topologies form which $Z^{*}$ indicates the best solution for each topology, and the fifth column focuses on the proposed framework for a solution. The Gap expresses the deviation of the best solution, which is calculated by (24).
$\frac{\operatorname{Cos} t_{E M C P P} \text { or } I L S-\operatorname{Cos} t_{\text {pro }}}{\operatorname{Cos} t_{\text {pro }}} * 100$
The average column is the mean of the best solution with ten times runs. The eighth column shows the deviation of this average. The time column expresses the average execution time of the algorithm.

The results related to the network's survivability are shown in Figs. 4 and 5. In these Figures, $R$ indicates the degree of survivability. The proposed framework is more cost-effective in terms of network survivability in the event of a failure. Thus, the proposed framework receives a higher degree of survivability than the methods compared. The EMCPP does not provide any flexibility in selecting the required survivability. At the same time, the proposed framework receives the required survivability as input. Therefore, a different amount of survivability can be imposed on different network based on user observations. According to these experiments' results, the proposed framework imposes a lower cost on the network both in terms of implementation and survivability. Also, the proposed framework includes the proper use of ports. Despite applying a complete graph to the installed controllers, each controller needs to connect to other controllers in the full mesh topology, a port occupation. Experiments show that using such a topology imposes a high cost on connecting controllers to the network. This does not show a balance between the various costs of the objective function.

In contrast, the proposed framework usually finds the best balance between the objective function's different costs. Even the EMCPP cannot guarantee a high degree of survivability for cases where a small number of controllers are installed. For example, when only two controllers are installed, there is only one connecting link between the two controllers, and there is no guarantee that the link does not fail. Therefore, paying attention to the control plane architecture is essential to solve the controller placement problem.

As shown in Fig. 4, the proposed framework costs less for different $R$ values than the EMCPP and ILS for the Claranet topology. In Fig. 4c, there is no answer for $R=3$ because, in topology Claranet-C, $|P|=3$. Hence, for $R=3$, we need $|P|=4$.


Figure 4: Comparison of experiment results on Claranet topology (a) Claranet-A (b) Claranet-B (c) Claranet-C

Fig. 5a shows that the proposed framework's cost with $R=2$ and $R=3$ costs less than EMCPP and ILS with $R=1$. Also, in Fig. 5b, the proposed framework's cost with $R=2$ and $R=3$ is lower than EMCPP and ILS with $R=1$ and $R=2$, respectively. i.e., the cost of the proposed framework for $R=2$ is 1063660, while the cost of EMCPP and ILS for $R=1$ is 1190300 and 1182300, respectively. This means that the proposed framework, compared to the EMCPP and ILS, can design a network that increases survivability while reducing cost. Finally, it can be concluded that the proposed framework is more cost-effective for large-scale networks than the EMCPP and ILS, even when the degree of survivability increases compared to the EMCPP and ILS.

One of the proposed framework's main advantages is that the network's survivability can change dynamically depending on the network's environment, and affecting the cost of network implementation. For example, networks with secure environments do not require a high degree of survivability. Hence, the cost can also be reduced if a full-mesh topology in the control plane architecture design for secure environments incurs additional costs. The proposed framework focuses on network dynamics such as increasing or decreasing switches and controllers, making it stand out. Another advantage of the proposed framework is using a kernel search algorithm to find the best solution in the shortest time.


Figure 5: Comparison of experiment results on Digex topology (a) Digex-A (b) Digex-B (c) Digex-C

### 4.1 Connection Failure Probability

The connection failure probability includes the probability of controller failure and the probability of the link failure. To compute the link failure probability, we considered link disruption probability $\left(P_{L D}\right)$ and link congestion probability $\left(P_{L C}\right)$. Eqs. (25) and (26) were used for this calculation:
$P_{C F}=\frac{1}{k} \sum_{a=1}^{k}\left[P_{a}(r)+\sum_{b=1, b \neq a}^{n}\left(P_{L D}\left(e_{a b}\right)+P_{L C}\left(e_{a b}\right)\right)\right]$
$P(r)=\prod_{i=1}^{M} P(r \mid h, e, l, p)$
$e, l, h, p$, and $r$, respectively, indicate the probability of environmental, link, hardware, power failure, and the installed controller's reliability index. $P_{L D}\left(e_{a b}\right)$ and $P_{L C}\left(e_{a b}\right)$ calculated using
(27) and (28). The variable $k$ indicates the number of subdomains. The subdomains were obtained according to the segmentation of the network.
$P_{L D}\left(e_{a b}\right)= \begin{cases}\frac{d_{a b} \cdot p_{u l}}{y_{a b}} & y_{a b=1} \\ \infty & y_{a b=0}\end{cases}$
In (27), $P_{L D}\left(e_{a b}\right)$ indicates the probability of link disruption between $a$ and $b . d_{a b}$ and $y_{a b}$ indicate the distance between $a$ and $b$ and the connection link between these two nodes, respectively. $p_{u l}$ also indicates the probability of link failure per unit length. In these experiments, the value of $p_{u l}$ was obtained for every 1 km .
$P_{L C}\left(e_{a b}\right)= \begin{cases}\frac{\chi_{a b} \cdot \lambda_{a}+\chi_{b a} \cdot \lambda_{b}}{y_{a b} \cdot \omega_{a b}} & y_{a b=1} \\ \infty & y_{a b=0}\end{cases}$
In (28), the $P_{L C}\left(e_{a b}\right)$ indicates the probability of link congestion between $a$ and $b . \chi_{a b}$ and $\omega_{a b}$ indicate the traffic direction and link bandwidth, respectively. If the traffic direction is from $a$ to $b$, then $\chi_{a b}=1$; otherwise, $\chi_{a b}=0 . \lambda_{a}$ shows the flow request rate of the switch $a$.

Now, in particular, by selecting two topologies Claranet-A and Digex-A, we examined the probability of connection failure. The result of this experiment is shown in Fig. 6.


Figure 6: The probability of connection failure (a) Claranet-A (b) Digex-A

For this reason, in the case of failure in the communication link, the probability of connection failure is maximized. EMCPP and ILS consider the shortest path between nodes, thus preventing disconnection of some connections. Given that the reliability rate is considered in the proposed method, it can reduce connection failure.

### 4.2 The Average Delay

This delay consists of the propagation $d_{\text {prop }}$, the processing $d_{p r o c}$, and the transmission $d_{\text {tran }}$ delays. In this experiment, the values of $d_{\text {proc }}=0.01 \mathrm{~ms}$ and $d_{\text {tran }}=0.05 \mathrm{~ms}$ are considered. Also,
the value of $d_{\text {prop }}$ increases by 0.1 milliseconds for every 1 km . Accordingly, by changing the number of controllers, we calculate each method's average delay for the two topologies Claranet-A and Digex-A. The results of this experiment are shown in Figs. 7a and 7b.


Figure 7: The average delay (a) Claranet-A (b) Digex-A
As shown in Figs. 7a and 7b, adding a controller in all three frameworks causes to decrease the average latency. The proposed method performs better in reducing latency compared to the other two methods. This reduction is due to the reliable controller placement, proper distribution of switches, and the delay when allocating the switch to the controllers. Therefore, the average delay has significant decrease. When the number of controllers reaches higher than 8 , the delay is relatively stable.

## 5 Conclusion

Two metrics of cost and survivability as factors affecting the control plane's efficiency and the network's overall efficiency were examined in this paper, as in the related works, these criteria have not received adequate attention from researchers. Since minimizing the cost is one of the influential factors in network implementation, it is essential to consider this criterion in solving the controller placement problem. As shown in the simulation results, $67 \%$ of the costs are related to connecting network elements to each other. Therefore, improper location of controllers can increase the cost of network implementation. As for the survivability criterion, since networks are at risk in real environments, solutions must be considered for the network's stability in these events. Therefore, paying attention to this criterion also has a significant effect on solving the controller placement problem. Then, the mathematical model of the problem was presented to take into account the stated criteria in which the cost was considered as an objective function and survivability as a constraint. As the controller placement problem space becomes larger as the network size increases, an algorithm is needed to get the best solution in the shortest time. For this purpose, the kernel search algorithm was used in the controller placement problem. Then, to check the accuracy of the proposed mathematical model and the proper performance of the proposed algorithm, by performing simulations, a comparison was made with the EMCPP and ILS based on cost and survival criteria. In this simulation, six different topologies of the Internet topology Zoo were selected to evaluate the proposed framework's performance. The state of the network was also examined in terms of dynamics and events that cause network failure. The results obtained
in the network's dynamic state showed that the proposed framework has a better performance in reducing costs and increasing the network's survivability. Thus, the proposed framework has a $38.53 \%$ and $38.02 \%$ improvement in reducing network implementation costs than EMCPP and ILS, respectively. Therefore, the summary of these results indicates that the proposed framework, using a suitable mathematical model close to the actual network conditions and an algorithm with the best speed of action to find the best solution, can solve the controller placement problem.

We will try to solve the controller placement problem with traffic forecasting based on machine learning in future work. We also plan to expand our work in the future by addressing the dynamic controller placement to meet the needs of 5 G networks, such as reliable low-latency communications.
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