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Abstract: The vibrations behavior analysis is an essential step in the mechanical
design process. Several methods such as analytical modelling, numerical analysis
and experimental measurements can be used for this purpose. However, the
numerical or analytical models should be validated through experimental mea-
surements, usually expensive. This paper introduces an inexpensive smartphone
as an accurate, non-intrusive vibrations’ behavior measurement device. An
experimental measurement procedure based on the video processing method is
presented. This procedure allows the measurement of the natural frequencies
and the mode shapes of a vibrating structure, simply by using a smartphone
built-in camera. The experimental results are compared to those obtained using
an accurate analytical model, where the natural frequencies error is less than
2.7% and the modal assurance criterion is higher than 0.89. In order to highlight
the obtained results, a comparison has been done using a high quality and high
frame per second (fps) camera-based measurement of material properties. Since
the highest recovered natural frequency and its associated mode shape depend
on the frame per second rate of the recorded video, this procedure has great poten-
tial in low frequencies problems such as for big structures like buildings and
bridges. This validated technique re-introduces the personal smartphone as an
accurate inexpensive non-contacting vibration measurement tool.

Keywords: Experimental measurement; motion magnification; smartphone;
vibrations; mode shape; natural frequency

1 Introduction

The analysis of vibration behaviour of any structure is essential in order to avoid its failure, especially
when it is subjected to an important load such as earthquakes. The vibration response of any structure
depends on its material properties and geometrical shape, in addition to the applied load and the
boundary conditions. Analytical and numerical modelling, also experimental measurements can be used
independently or combined to figure out the vibration behaviour of a system.
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The analytical modeling is a set of equations based on the fundamental physical laws that define the
natural phenomena and predict the response of any system [1,2]. It is known by its accuracy; however,
one should choose assumptions wisely while developing the system to avoid any loss of important
information. Since this model is described using mathematical equations, the obtained results can be
easily interpreted and related to its source. The analytical model can become so complex regarding its
differential equations when several physical phenomena are involved or when the structure is
geometrically complex. On the other hand, numerical modelling is a widely applied technique that uses
mathematical models to describe the solution of complex geometries under different types of behavior
laws. It has the ability to use large number of variables thanks to the recent development in computer
science domain. On the other side, experimental measurements investigate the use of a sensor system to
collect data from the studied structure. These obtained measurements are considered as a reference to
validate the numerical and the analytical models, since they reflect the exact response of the studied
system provided that the measurements were done correctly.

Back to the vibration analysis, analytical models can be established using Newton’s second law or
energy methods. Even though these methods are easy to formulate, and very helpful to interpret. The
model can get complicated rapidly, especially if it becomes a non-linear problem. Numerical modelling
using Finite Element analysis can be called in these cases. Such numerical model needs to be validated
experimentally to predict the behavior of the structure. The modal testing can be performed by placing a
sensor on the structure being hammered. Contact sensors such as accelerometers are also used for modal
analysis with high accuracy [3–5]. However, contact sensor can affect the obtained results due to its
mass, especially when it comes to small structures. Several non-contact sensors have been developed as a
substitute of the contact measurement devices, such as GPS monitoring [6], hologram interferometry [7],
speckle photography [8] and laser Doppler vibrometer [9–11]. These devices are well known for their
high cost and design complexity.

Thanks to the advanced technology evolution in the image sensors and high-performance optical lenses,
vision-based measurements have been used by researchers and engineers in different fields, such as human
motion analysis [12,13], condition monitoring [14,15], underwater measurement [16], and vibration analysis
[17,18]. The vision-based measurement technique is also used for displacement measurement of different
engineering structures [19,20].

A modern approach called the video magnification technique applied using high frame per seconds (fps)
recorded video can magnify the small motion of the structure [21,22]. The analysis of this processed video
will provide the modal characteristics of the structure. An important disadvantage of this method is the high
cost. Actually, a high fps rate with enough image quality will quickly increase the cost of a camera. To
alleviate the problem of high cost of the camera, an inexpensive smartphone built-in camera with
appropriate fps and image quality is proposed as an alternative solution. This solution is proposed and
discussed in this paper due to the rapid progress in the smartphones embedded technologies, while their
prices are falling down [23]. Nowadays, making calls are not the main smartphone function. Taking
advantage of the features such as the built-in accelerometer and from the spec’s evolution such as the
processor and the memory, a lot of helpful applications are being introduced lately. These wide ranges of
professional applications are useful and represent an accurate source of experimental measurement in the
domain of sports science [24], astrophysics [25], acoustics [26], mental health [27], and medical
applications [28]. Yang et al. [29] and Dorn et al. [30] worked on the automated detection of the mode
shape of a simple structure using high resolution professional camera. Orak et al. [31] used the
smartphone to identify the thermal stress measurement of several simple structure, while Feng [32,33]
used a professional camera in order to monitor the structural health.
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Going further in the simplification of the vibration behavior in experimental measurements, considering
the advantages of the low price and the good quality, we will introduce the smartphone as a reliable low-cost
non-contacting vibration sensor. First, the methodology of the proposed solution will be discussed. Then, an
analytical model and experimental measurements using the built-in smartphone camera will be applied on the
chosen structure. A comparison of the natural frequencies and the mode shapes is performed between the
analytical and experimental results. Finally, a critical study of the feasibility, the limits and the future
works of this approach are presented.

2 Methodology

Visual motion which occurs at different amplitudes and over large frequency scale can hide important
information such as natural frequencies and mode shapes. The motion magnification is a methodology
aiming to exaggerate small displacement in a captured video. In other words, it can represent a
microscope for visual motion [34]. This methodology consists of the detection and the modelling of the
appearance of an original video, as trajectories of the pixel intensities observed in a reference frame, and
then render the video with small motions amplified. The motion in the output video is magnified, and
then small motion can be observed easily by naked eye. It is important to note that the small camera
motions will not affect the accuracy of this method. Actually, instead of treating the original video as
independent frame photos, the algorithm finds some special points that can be classified fixed. The
motion is then estimated relative to these fixed points [35].

The processing starts by analysing the recorded video of the vibrating structure using a technique related
to phase-based motion magnification [21]. Peaks in the Fourier transformation of the displacement signal are
used to find the natural frequencies. For each of these natural frequencies, the displacement signal of all
points of the structure is filtered with a narrow temporal bandpass filter centered at the natural frequency.
The obtained spatially varying temporally filtered displacement signal will be used to estimate the
associate mode shape.

The displacement is well defined at the edge of the structure. Actually, the motion of textureless and
homogenous areas can be ambiguous. Resolving this issue need the use of a computer vision algorithms
as dense optical flow [36,37]. The beam presented in this paper will not have such problem, however, for
further application on big structure or torsion motion we suggest to trim the structure with inch tape and
photographic targets to facilitate analysis of the high-speed recorded video.

The used technique is based on the local phase and local amplitude in oriented complex spatial bandpass
filters, to simultaneously compute the displacement signal. The local phase and local amplitude are the
analogue of the phase and amplitude of Fourier series coefficients. The local phase controls the location
of basis function while the local amplitude controls its strength.

For a video with image brightness specified by the three dimensions array I x; y; tð Þ at spatial location
x; yð Þ and time t, the local phase and local amplitude in orientation θ at a frame at time t0 is computed by
specially bandpassing the frame with a complex filter Gh

2 þ iHh
2 to get:

Au x; y; t0ð Þei�h x;y;t0ð Þ ¼ Gh
2 þ iHh

2

� �� I x; y; t0ð Þ (1)

where Au x; y; t0ð Þ is the local amplitude, and�h x; y; t0ð Þ is the local phase. FilterGh
2 þ iHh

2 is an operator to be
applied on the array I x; y; t0ð Þ, and it is detailed in Fleet et al. [38].

According to Gautama et al. [38,39], the constant contours of the local phase through time correspond to
the displacement signal in the following equation:

�h x; y; tð Þ ¼ c (2)
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Now, differentiating with respect to time yields:

@�h x; y; tð Þ
@x

;
@�h x; y; tð Þ

@y
;
@�h x; y; tð Þ

@t

� �
: u; v; 1ð Þ ¼ 0 (3)

where u and v are the velocity in the x and y directions, respectively. From Eq. (3), we can conclude that
@�h x; y; tð Þ

@x
� 0 and

@�h x; y; tð Þ
@y

� 0. Therefore, the velocity in units of pixel is:

u ¼ � @�0 x; y; tð Þ
@x

� ��1 @�0 x; y; tð Þ
@t

(4)

v ¼ � @�p=2 x; y; tð Þ
@x

� ��1 @�p=2 x; y; tð Þ
@t

(5)

The velocity between the ith frame and the first frame for all i is computed to give a displacement signal
in time. The displacement signal is converted to unit of length by multiplying with a specific length on the
structure, usually on the inch tape, by the number of pixels it spans.

These results present the displacement signal at all points in the image. Now, the peaks in Fourier transform
of the resulting signal correspond to the natural frequencies. Then, the specially varying displacement signal
will be temporally filtered around each natural frequency in order to obtain the mode shape.

The analytical model of a cantilever beam is developed based on the Newton’s second law. The first
natural frequencies and mode shapes are extracted using this analytical mode. Experimental measurement
using the video magnification technique will be conducted over the same beam. A video of the vibrating
cantilever beam will be recorded using a smart phone built-in camera. This video will be used to compute
the displacement signal on every point of the vibrating structure using a technique related to phase-based
motion magnification [21]. The peaks in Fourier transform of the displacement signal will be related to
the natural frequencies of the structure. The mode shapes can be extracted from the displacement of all
points of the structure at the natural frequencies. For each natural frequency, the displacement signal at all
points of the structure filtered with a narrow temporal bandpass filter, centred about this frequency will
give an estimation of the mode shape of the structure.

3 Analytical Modelling of Steel Cantilever Beam

The procedure presented in this paper will be applied on the transverse vibration of a rectangular
homogenous steel cantilever beam, where the dimensions and the material properties are as follows:

� Elastic modulus: E ¼ 2� 1011 Pa

� Density: q ¼ 7870 kg=m3

� Length: L ¼ 0:42 m

� Width: b ¼ 0:02888 m

� Thickness: h ¼ 0:00112 m

First, an analytical model of the steel cantilever beam will be used in order to determine the modal

behavior. Since the length to the width ratio
L

b
¼ 14:54, and the length to the thickness ratio

L

h
¼ 375 are

both greater than 10, this beam can be treated as Euler Bernoulli beam. According to the analytical model
discussed minutely in Inman et al. [40], the natural frequencies (in Hz) are calculated using the Eq. (6):
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xi ¼ k2i

ffiffiffiffiffiffiffiffiffiffiffiffi
Eh2

12qL4

s
(6)

where ki is a constant to be determined depending on the geometry and the boundary conditions of the
structure, E is the Young’s modulus of the beam, h is the thickness, q is the density, and L is the length
of the beam. In the case of a cantilever beam, the values of ki are k1 ¼ 1:875, k2 ¼ 4:694 and k3 ¼ 7:855.

The mode shapes corresponding to each natural frequency have the following form:

X i xð Þ ¼ cosh kiLxð Þ � cos kiLxð Þ � ri sinh kiLxð Þ � sin kiLxð Þ½ � (7)

where ri is a constant determined depending on the geometry and the boundary conditions of the structure. In
the case of a cantilever beam, these values are: r1 ¼ 0:7341, r2 ¼ 1:0185 and r3 ¼ 0:9992.

The homogenous rectangular cantilever beam was chosen in this paper without any additional
assumptions due to the confident results obtained in such case. This allows us to consider the analytical
results as a reference to validate the proposed procedure.

4 Experimental Measurement Using Smartphone Camera

The main concept of the video magnification technique is to find small motion in a recorded video and
magnify them. Therefore, an appropriate video should be recorded first. As shown in Fig. 1, the steel
cantilever beam is placed perpendicular to the optical axis of the camera lens. A small initial
displacement in the z direction is applied on the free edge of the beam. The transverse free vibration of
the beam is recorded using the built-in camera of an about 600 USD smartphone. The recorded video of
240 fps is for 0.6 second at 1920 × 1080 resolution. The format of the video is MP4 and its size is
3.24 MB. The distance between the beam and the smartphone is about 60 cm. In order to minimize
possible errors from the camera shake, the smartphone is placed on a tripod.

The video magnification technique models the appearance of the input video as translation of the pixel
intensities observed in reference frame. In order to avoid the inevitable camera shake problems, this
approach creates a sort of a relative coordinate system attached to the camera [34]. Pixels moving with
correlated motions are grouped together to form a cluster. This will allow the very small motions to be
grouped with larger motions to which they belong. A background cluster regroups all the fixed points.

Figure 1: Experimental setup composed of the beam and the camera used to record the video
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Finally, the small motion of a moving cluster is exaggerated. Fig. 2 shows the fixed and moving cluster of the
recorded video.

The displacements of each pixel in the moving cluster will be magnified by a selected factor, typically
between 4 and 40. The exaggerated displacement in function of time curve of an arbitrary point situated on
the moving cluster is plotted, and then the Fourier transform of the curve is obtained. An arbitrary point is
chosen in order to avoid any mode shape node. Peaks of the obtained Fourier transform are the natural
frequencies of the moving structure.

For each obtained natural frequency, the displacement signal at all points of the structure filtered
with a narrow temporal bandpass filter centred about this frequency will give an estimation of the mode
shape of the structure.

5 Results and Analysis

The beam is excited by a transverse impulse on its free edge. A video is recorded using the smartphone
built in camera as shown before and then analysed using the motion magnification technique. Fig. 3 taken
from the processed video shows the magnified motion of the beam. The normalized displacement of an
arbitrary point on the beam is shown in Fig. 4. The displacement Fourier transform presented in Fig. 5
shows clearly three emerged peaks at 5.1 Hz, 32.7 Hz and 92 Hz which represent the three natural
frequencies of the cantilevered beam.

It’s important to mention here, that the graph presented in Fig. 4 was not able to be observed by naked
eye without displacement exaggeration motion magnification technique. Actually, the exaggeration of the
displacement allows us to accurately localise a particle in the processed recorded video.

Tab. 1 presents the first three natural frequencies of the steel cantilever beam calculated using the
analytical model and measured using the motion magnification technique. The relative error for the first
natural frequency is 0.5%, while it is less than 2.7% for the second and third natural frequencies. Taking

Figure 2: Moving clusters (in red) of the beam
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into consideration the uncertainties of the material properties and the manufacturing processes, these values
are acceptable.

In order to highlight the accuracy of the obtained results, one can refer to Davis et al. [41] who measured
the Young’s modulus of a steel cantilever beam using a high quality 2500 fps camera with an error between
10% to 15%. It is worth noted that the natural frequencies are directly related to the Young’s modulus as
presented in Eq. (6).

Figure 3: Magnified motion of the beam
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Figure 4: Normalized displacement of an arbitrary point on the beam

SV, 2020, vol.54, no.4 231



In order to avoid aliasing in the processed video, and according to the Nyquist limit, natural frequencies
obtained from the video magnification technique are restricted to the half of the frame per second rate of the
recorded video. Actually, the Nyquist limit is the highest recovered frequency for a given sampling frequency
of a signal. Since we aim to recover natural frequencies from a video signal, the highest recovered natural
frequency will be less than the half of the fps rate of the video.

f n ,
fps

2
(8)

According to Eq. (3), and since the recorded video has 240 fps, the maximum recovered natural
frequency from the recorded video is 120 Hz. The first three mode shapes calculated analytically and
measured experimentally are depicted in Figs. 6–8 respectively. A quick comparison shows a good match
between these mode shapes.

The Modal Assurance Criterion (MAC) [1], used as a mode shape correlation constant to quantify the
accuracy of identified mode shapes, is applied here to quantify the similarity of the mode shapes identified
using the motion magnification and the analytical modelling. The MAC values vary between 0 and 1, where a
value of 1 means a perfect match. A MAC value less than 0.77 indicates a poor resemblance of mode shapes.
The MAC value of a mode shape is essentially the normalized dot product of the modal vector at each
common node (i.e., points) as presented in Eq. (9):

MAC ¼ ðfi 	 fjÞ2
ðfi 	 fiÞ � ðfj 	 fjÞ

(9)

where fi and fj represent the modal vectors identified using different techniques.
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Figure 5: Fourier transform of the displacement signal

Table 1: First three natural frequencies of the cantilever beammeasured experimentally and calculated analytically

Analytical Experimental Relative error

First natural frequency (Hz) 5.108 5.133 0.48%

Second natural frequency (Hz) 32.011 32.710 2.14%

Third natural frequency (Hz) 89.632 92.020 2.66%
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Figure 6: First mode shape of the cantilever beam
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Figure 7: Second mode shape of the cantilever beam
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Figure 8: Third mode shape of the cantilever beam

SV, 2020, vol.54, no.4 233



The calculated MAC values are 0.9802, 0.9513 and 0.8921 for the first, second and third mode shape,
respectively. Thus, a consistent correspondence of the extracted mode shapes using the motion magnification
technique is concluded.

6 Conclusion

In this paper, we have measured experimentally using an inexpensive smartphone built-in camera the
vibration behaviour of a mechanical structure. The measured natural frequencies and their associated
mode shapes were verified quantitatively and qualitatively over an analytical model. A natural
frequencies relative error less than 2.7% and a MAC value greater than 0.89 for the low natural
frequencies are enough to verify the feasibility and the accuracy of this procedure in the vibration
behaviour analysis. For the same conditions, and in a low frequency range, this procedure can be applied
on big structure such as buildings and bridges, where the cost of experimental vibration measurement
increases quickly. The range of detected natural frequencies by the proposed procedure depends on the
frame per second rate of the recorded video. This will not be a constraint in the case of big structure,
since they have very low frequencies. Nowadays, relatively high fps built-in cameras are available in the
market even for inexpensive smartphones; this will be an added value for our technique since it depends
on the number of fps. Actually, as long as the structure fits into the camera frame, it can be analyzed.
Taking advantage of the smartphone technology evolution, this procedure can be implemented in a
smartphone application.
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