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Abstract: Cloud computing is an increasingly important technology to deliver
pay-as-you-go online computing services. In this study, the cloud service provider
permits the cloud user to pay according to the user’s needs. Various methods have
been used to reduce energy utilization in the cloud. The rapid increase of cloud
users has led to increased energy consumption and higher operating costs for
cloud providers. A key issue in cloud data centers is their massive energy con-
sumption to operate and maintain computing services. Virtual machine (VM)
migration is a method to reduce energy consumption. This study proposes
enhanced decentralized virtual machine migration (EDVMM), based on a linear
prediction model, to decrease energy utilization in cloud data centers, reduce
service-level agreement violations with a minimum number of migrated VMs,
and enhance resource utilization. The enhanced decentralized approach is used
to select the appropriate VMs, and prediction is used to determine the VMs for
a host. This EDVM algorithm uses virtualization technology and migrates VMs
from overloaded and under-loaded hosts to physical machines (PMs). The work
was implemented and evaluated using CloudSim with 10 days of real workload
trace provided by PlanetLab.

Keywords: VM consolidation; VM migration; data center; energy efficiency;
service level agreement

1 Introduction

Cloud computing is increasingly important in the digital era [1], and it uses numerous services to satisfy
users’ demands. It includes online data storage, infrastructure, and applications, implementing hardware and
software tools through platform-as-a-service (PAAS), networking, virtualization, storage through
infrastructure-as-a-service (IAAS), and access to software through the internet as software-as-a-service
(SAAS) [2]. The data center forms the vital computing infrastructure in the cloud environment, and it
encompasses a number of physical machines (PMs) each connected to a larger number of virtual machines
(VMs). In distributed data centers, servers and networking equipment collect, store, and process data, which
can be accessed by users. The continually increasing number of user applications available through cloud
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computing [3] has made efficient energy utilization a challenge in cloud data centers. VM migration, by which
data are transmitted between hosts, is a promising technique to optimize energy efficiency.

Virtualization is the creation of a VM connected to a physical host [4], where a VM can be transferred
between PMs using live migration. Data centers use VM consolidation to maximize energy saving. VMs can
be migrated based on overloaded and underloaded conditions of physical machines to effectively improve
resource utilization and quality of service (QoS) in SLAs [5]. When a PM’s load is higher or lower than
capacity, the host is considered to be overloaded or underloaded, respectively. An overloaded host tends
to cause performance degradation, and an underloaded host leads to poor resource utilization.

VM selection policy is used to determine VMmigration based on the overload and underload conditions
of physical hosts [6]. When a PM is considered underloaded, the VM is migrated and the active PM goes into
sleep mode. This reduces the number of active PMs, which decreases energy utilization. VM allocation is a
popular technique to reduce resource usage and increase energy efficiency, and VM allocation policy can be
used to allocate VMs to suitable PMs [7]. Fig. 1 depicts the architecture of a typical VM migration model in
the cloud environment.

The proposed work is based on workload traces of the PlanetLab dataset. The remainder of this paper is
organized as follows. Section 2 discusses related work. Section 3 describes VM migration, VM allocation,
and selection policy. Section 4 explains the proposed enhanced decentralized virtual machine migration
(EDVMM). Section 5 describes performance analysis. Section 6 presents our conclusions.

Figure 1: Architecture of VM migration model
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2 Related Work

Various methods and techniques have been used to reduce energy utilization in the cloud. Soltanshahi
et al. [8] described cloud computing as a rapidly emerging technology in the online world. The rapid increase
of cloud users has led to more energy consumption and higher operating costs. The krill herd algorithm has
been used to optimize energy utilization and reduce the number of SLAviolations in data centers. Zhou et al.
[9] proposed an energy efficiency optimization of VM migration (EEOM) algorithm to reduce the number of
active PMs, thereby reducing energy utilization through the choice of a trigger time, VM, and position of the
host. The algorithm sets a double threshold (DT) value. EEOM algorithm consumes 7% energy and reduces
the number of SLAviolations by 13%. Shaw et al. [10] examined load balancing in cloud computing. Active
load balancing and VM load balancing algorithms have been used to balance the VM load by distributing it
equally to all VMs, which can reduce the response and processing time of a task.

Babu et al. [11] explained energy planning strategies, focusing on reducing energy and resource usage.
Peak loads can cause scheduling errors, which affect the energy efficiency of scheduling algorithms. At peak
time, scheduling is a complex task because there is no model to predict future resource utilization. The
proposed iterative fractal prediction algorithm focuses on asset management while reducing energy
consumption and maintaining QoS.

Zhu et al. [12] examined the traffic-aware migration problem, with a focus on reducing communication
costs during VM migration. The VM migration process consists of two parts: the VM selection algorithm is
based on greedy selection to select an appropriate VM, and it achieves the mappings between VMs and
underutilized hosts. Here, the VM migration double auction mechanism is applied. Pietri et al. [13]
discussed dynamic VM placement in view of both CPU and memory resources. A genetic algorithm was
used to dynamically reallocate VMs, which reduces overload and underload of PMs to minimize SLA
violations (SLAVs) and improve overall resource utilization. Monil et al. [14] used a reduced bin packing
method and multi-pass optimization in VM placement to test for effective VM consolidation. To sustain
energy QoS balance, an SLA-aware VM selection strategy was used to maintain the performance level.
An underload detection method using an optimization phase and single pass and double pass (SPDP)
optimizer function was used to further improve performance.

Malhotra et al. [15] used cloud, migration, and directory agents for efficient VM migration. This agent
classification helps reduce migration time. A mobile agent retains the record of every occurrence of a VM in
the cloud. The directory agent contains a list of all mobile cloud agents, and details on all VMs in various
clouds. The migration agent initiates the migration process when a request is received from a cloud
mobile user. To save energy, Akhter et al. [16] used an energy-aware algorithm to select a VM from an
overloaded host. This helps to determine the maximum time frame for migration. The algorithm
dynamically acquires a VM’s allocation, deallocation, and reallocation action from the physical server.
Xu et al. [17] identified the migration cost (MC)-aware VM consolidation (MVC) problem as a multi-
constraint optimization model by analyzing migration costs and long-lasting runtimes of VMs. The
algorithm can reduce migration costs and ensure low energy consumption.

Shakya et al. [18] proposed a hybrid migration approach to achieve optimal VMmigration performance.
They used a mix of pre- and post-copy approaches based on the push-and-pull process to migrate a VM.
During the migration cycle, both overloaded and underloaded servers help to move and pull a VM. The
overloaded server moves the VM to the least loaded server, which often supports the process by
migrating the VM. The migration process was replicated, and the result was compared to live migration
based on CPU usage, network, and memory. A K-order mixed Markov model [19] was used to predict
the load, and the results showed a reduction in energy use, along with fewer SLAVs and fewer VM
migrations. The results were compared to those of traditional approaches, including a threshold-based
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load detection algorithm (classical-Markov) and a local regression robust (LRR) algorithm. The author used a
cloud simulator tool for implementation.

3 Enhanced Decentralized Virtual Machine Migration Approach

EDVMM with a prediction approach has been used to reduce energy utilization in data centers. The
enhanced decentralized approach [20] is used to select appropriate VMs, for which hosts are predicted.
The algorithm uses virtualization technology and migrates VMs from overloaded hosts to underloaded
hosts. An idle host can be swapped to low-power mode or shut down to reduce energy consumption. The
approach uses a VM selection algorithm to select hosts and a VM allocation algorithm to migrate VMs to
desired physical hosts. Fig. 2 shows the VM migration process.

3.1 Linear Regression (LR)

Linear regression is an arithmetic model that explains the relationship between variables [21], and has
the form

Pu ¼ aþ bu; (1)

Figure 2: VM migration process
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where a is the expected vector and βu is the current capacity vector used for the PM. The regression
coefficients are

b ¼
Pn

i¼1 xi � �xð Þ yi � �yð Þ� �
Pn

i¼1 xi � �xð Þ2 ; (2)

a ¼ �y� b�xð Þ; (3)

where x is the mean of x1; . . . ; xnx1;…; xn, and y is the mean of y1; . . . ; yn.

VM resource utilization prediction is based on a linear function that represents the relationship between
the currently used capacity vector ucv and predicted used capacity vector pcv of the VM, i.e.,

pcv ¼ aþ bucv: (4)

3.2 Load Calculation

Load calculation is one of the most complex tasks in the cloud. A PM’s load depends on CPU usage,
bandwidth utilization, and memory utilization [22]. We calculate the load based on CPU utilization. The
algorithm seeks to eliminate the least-loaded PMs to reduce energy consumption. It migrates all VMs
from the least-loaded to the most-loaded PMs to increase energy utilization. The proportionality usage of
CPU is considered for VM allocation in each PM. Therefore, PM load is modeled as the summation of
the resource utilization Rp [23],

Load PMð Þ ¼
X

d2 1... Dj jf g
Rp; (5)

where Rp is the ratio of used capacity to the PM’s total capacity of PM,

Rp ¼ used capacity of PM

total capacity of PM
: (6)

3.3 Threshold Calculation

Threshold values are used to calculate the overload and underload conditions of PMs. If the load on a
physical machine exceeds the higher threshold value, then the host is perceived as over-utilized. If the load on
a PM is less than the lower threshold value, then it is underloaded. The threshold value can be static or
dynamic. The upper threshold value is the average load of all PMs available in the data center, and the
lower threshold value is fixed at 0.1 [24], i.e.,

PMupper ¼
Pm

i¼1 PM
load

M
; (7)

PMlower ¼ 0:1: (8)

The upper threshold value is meant to save the surplus utilization of a CPU, which will help to reduce the
number of SLAVs. The lower threshold is meant to encourage the switching of PMs to full sleep mode, which
will decrease energy consumption.

3.4 VM Selection Policies

Incorrect VM selection can lead to a significant increase in overall migration time and downtime.
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3.4.1 Minimum Migration Time (MMT)
The VM with the least migration time is picked for migration. The time period required for the

migration of a VM between two PMs depends on the available network bandwidth and the VM’s
memory utilization [25,26].

3.4.2 Maximum Load (MAXL)
Each PM has many VMs. Once the load of each PM and VM is calculated, the VM with the maximum

load is migrated to another PM.

3.4.3 Minimum Load (MINL)
Each PM has many VMs. Once the load of each PM and VL is calculated, the VM with the minimum

load is migrated to other PMs.

3.5 VM Migration

Each physical node sustains a load index in order to send and receive a load index from other peer nodes.
In Case A, if the PM usage is less than the lower threshold value, then we migrate the VM. In Case B, if the
PM utilization is more than the upper threshold value, then we migrate the VM. In Case C, if the PM is idle
for a long time, then we move the PM to sleep mode. Fig. 3 shows how VM selection policy is used to pick
the appropriate VM for migration.

3.6 VM consolidation

VM consolidation is used to enhance energy efficiency [27]. It migrates running VMs from underutilized
resources to other resources to reduce energy consumption, as shown in Fig. 4.

Input: over-utilized host H
Output: virtual machine migration

1. Get the CPU utilization of host 
2. Migrate VM from one PM to another
3. Three cases

Case A:  if utilization of PM < lower threshold then migrate the VM
Case B:  if utilization of PM > upper threshold, then migrate the VM
Case C: if it does not fall in case A and B

4. If utilization of host less than lower threshold migrate the VM
5. Then move the host to sleep mode
6. If the best target  
7. Send the data LR else
8. Repeat
9. LR gives predict Host CPU utilization list
10. END

Figure 3: VM selection algorithm

1. Initialize running PM number H
2. Create a number of VMs to allocate in PM H
3. Each PM = N task
4. Initialize UT= upper threshold & LT= lower threshold
5. if PM>UT says PM is over-utilized
6. else PM<LT says PM is underutilized
7. then select VM to migrate from over-utilized and underutilized host
8. if PM is over-utilized migrate VM to another host
9. else PM is underutilized migrate VM
10. then move PM to sleep mode
11. end if
12. then calculate the energy utilization and SLA violations
13. end

Figure 4: VM consolidation algorithm
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4 Experimental Setup

In this experiment, 800 heterogeneous PMs were simulated. The simulated cloud data center consists of
two dual-core servers: an HP ProLiant ML 110 G4 and an HP ProLiant ML 110 G5. The host configurations
are listed in Tab. 1.

Four types of single-core VMs were simulated in real-world scenarios: high-CPU medium instances,
extra-large instances, small instances, and micro instances. The VM configuration information is listed in
Tab. 2. This experiment used the workload from the CoMon project [28], which is described in Tab. 3.

5 Performance Evaluations

The proposed model aims to decrease the numbers of VM migrations and SLA violations. The
performance calculation of the proposed work was calculated by the following metrics.

Table 1: Host configuration

Type Memory Bandwidth Core MIPS

HP ProLiant ML110 G4 4 GB 1 Gbit/s 2 1860

HP ProLiant ML110G5 4 GB 1 Gbit/s 2 2260

Table 2: Virtual machine configuration

Type Memory Core MIPS Bandwidth

High-CPU Medium Instance 0.85 GB 1 2500 100 Mbit/s

Extra Large Instance 0.85 GB 1 2000 100 Mbit/s

Small Instance 1.7 GB 1 1000 100 Mbit/s

Micro Instance 613 MB 1 500 100 Mbit/s

Table 3: Properties of PlanetLab dataset

Days Number of VMs

03.03.2011 1052

06.03.2011 898

09.03.2011 1061

22.03.2011 1516

25.03.2011 1078

03.04.2011 1463

09.04.2011 1358

11.04.2011 1233

12.04.2011 1054

20.04.2011 1033
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5.1 SLA Violations

A service-level agreement (SLA) is a commitment between a customer and service provider [29] for
services as regards quality, availability, and responsibilities. SLA(V) measures the SLAs delivered to
VMs in clouds, capturing SLAVs with over-utilization (SLAV(O)) and with migration (SLAV(M)) [30],

SLA Vð Þ ¼ SLAV Oð Þ � SLAV Mð Þ: (9)

SLAV(O) is the amount of time that CPU use was encountered by active PMs as 100%,

SLAV Oð Þ ¼ 1

n

Xm
i¼1

dgi
dvi

; (10)

where n is the number of physical machines and dgi is the total time.

PMn is CPU utilization leading to SLA violations.

dvi is Total PMn being the active state

SLAV(M) is the overall degradation of VM migration,

SLAV Mð Þ ¼ 1

S

Xn
i¼1

avj
agj

; (11)

where S is the number of VMs, avj is the performance estimate of degradation caused by migration VMm, and
agj is the total CPU capacity requested by the VMm.

Fig. 5 shows the SLA violations of the proposed EDVMM algorithm compared to the minimum
migration time (MMT), maximum load (MAXL), and minimum load (MINL). The figure clearly shows
that the algorithm results in a significant decrease in SLA violations.

5.2 Energy Consumption

A PM’s resource utilization is typically expressed by its CPU usage. When a PM is underutilized, it
enters sleep mode, which saves energy [31–33]. Fig. 6 shows that the proposed EDVMM algorithm is
associated with less energy consumption than MMT, MAXL, and MINL.
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Figure 5: SLA violations
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5.3 Number of Host Shutdowns

When a host is underutilized, VM migrations occur from the source to the destination host, and the host
becomes idle and is moved to sleep mode. The host shutdown rate can be calculated as

H ¼ 1

n

Xn
i¼1

hi; (12)

where hi is the number of active hosts at time I, and H is host shutdowns from time to time.

Fig. 7 depicts the number of host shutdowns. The proposed EDVMM model has fewer host shutdowns
compared to MMT, MAXL, and MINL.
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Figure 6: Energy consumption
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5.4 Number of Virtual Machine Migrations

VM migrations can be performed during VM placement, and the migrated number of VMs is

Migrations Gt1t2ð Þ ¼
XN
i¼1

Zt2

t1

Migi Gð Þ; (13)

where N is the number of hosts, G is VMs placement at host I, and Migi(G) is the number of host migration i
from time t1 to time t2. Fig. 8 shows that the proposed EDVMM algorithm has fewer VM migrations than
MMT, MAXL, and MINL.

6 Conclusion

In this paper, the proposed enhanced decentralized VMmigration algorithm selects the most appropriate
VM from a different host to perform an efficient VM migration using a threshold value. The proposed
algorithm was compared to VM selection methods such as MMT, MINL, and MAXL, using the
CloudSim simulation toolkit. The results show that the proposed algorithm achieves better energy
savings, reduces the number of SLA violations with minimum VM migrations, and improves resource
utilization. The proposed work was implemented using the real-world PlanetLab workload by considering
only the CPU utilization. Future work will involve energy consumption by considering other parameters
such as memory and disk space, and performing comparative analyses to assess our system against other
methods using real traces.
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