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Abstract: In recent years, face detection has attracted much attention and
achieved great progress due to its extensively practical applications in the field
of face based computer vision. However, the tradeoff between accuracy and effi-
ciency of the face detectors still needs to be further studied. In this paper, using
Darknet-53 as backbone, we propose an improved YOLOv3-attention model by
introducing attention mechanism and data augmentation to obtain the robust face
detector with high accuracy and efficiency. The attention mechanism is introduced
to enhance much higher discrimination of the deep features, and the trick of data
augmentation is used in the training procedure to achieve higher detection accu-
racy without significantly affecting the inference speed. The model has been
trained and evaluated on the popular and challenging face detection benchmark,
i.e., the WIDER FACE training and validation subsets, respectively, achieving
AP 0f0.942, 0.919 and 0.821 with the speed of 28FPS. This performance exceeds
some existing SOTA algorithms, demonstrating acceptable accuracy and near real
time detection for VGA resolution images, even in the complex scenarios. In
addition, the proposed model shows good generation ability on another public
dataset FDDB. The results indicate the proposed model is a promising face detec-
tor with high efficiency and accuracy in the wild.
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1 Introduction

Face detection, as a significant branch of objective detection, has drawn much attention due to its
extensively practical applications [1] in many human-machine interactive systems such as automation
control, autofocus in commercial digital cameras, website login and verification etc. Meanwhile, face
detection is the initial and basic step for a lot of face-based computer vision tasks including face
recognition [2], face alignment [3], expression recognition [4] and so on.

During the past few decades, many efforts have been devoted to exploring the face detection techniques,
resulting in remarkable progress [5,6,7,8,9,10]. It is the V-J face detector proposed by Viola et al. [5] that
makes a breakthrough firstly in the face detection algorithms, which adopted Haar-Like feature and
AdaBoost algorithm to train several cascaded binary classifiers, obtaining real time detection with
acceptable accuracy. The V-J face detector and its improved counterparts [6,11,12,13] have good
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performance on the front face detection. However, they suffer from low accuracy due to their intrinsic defects
in feature extraction from the face images with the variation of scale, angle and occlusion. Another effective
face detection method is called a deformable parts model (DPM) [14,15,16], proposed by P. Felzenszwalb in
2010s, which employs the improved histogram of oriented gradient (HOG) features and creates a
combination between the sliding window algorithm and SVM classifier. DPM presents the multi-view
face detection ability through describing the face as a series deformable parts connected with springs.
Therefore, DPM based methods can detect faces in complex scenarios. On the contrary, their high
computational cost makes detection speed very low, resulting in difficulty in the real-time application.
Following AdaBoost and DPM methods, a series of the improved algorithms, such as MTM [17], HDPM
[18] etc., have been developed for face detection. However, these approaches are based on the hand-
crafted features, generally called the traditional face detectors, which shows non-robust performance in
the wild scenarios owing to low flexibility and poor reliability.

Recently, with the rapid development of deep learning methods, convolutional neural network (CNN)
based algorithms [19-25] have demonstrated amazing performance in face detection. That is, the deep
learning methods present higher detection accuracy and stronger robustness than the traditional methods
like AdaBoost and DPM mentioned above. Deep learning methods can automatically learn image deep
features end to end through the network architecture, avoiding the subjective limitations of artificial
designed features. Therefore, they exhibit the robust extraction ability applied into dealing with the
unconstrained scenarios. Generally, deep learning methods for face detection are usually evolved from
object detection. According to the feature processing approach, they can be roughly divided into two
groups, named as one-stage detectors like YOLO [26-28], SSD [29], RetinaNet [30], and two-stage
detectors like R-CNN [31], as well as its derivatives [32—34]. One-stage detectors have high detection
speed but low accuracy due to their simple structure [28,35]. In contrast, two-stage detectors have good
accuracy but low speed resulting from a large number of regions of interest (ROIs) through the proposal
generator and refine procedure.

More recently, there are many state of the art (SOTA) face detectors including SSH [36], PyramidBox
[22], Pyramidbox++ [25], DSFD [37], ASFD [38], RefineFace [39], EXTD [40], DFS [41], ISRN [24], FAN
[42], RetinaFace [43] that have been employed to detect the unrestricted faces with severe occlusion, small
size and variations in scale, pose and illumination etc. The SOTA methods aforementioned have been
dominating the popular trend of the face detection conducted on GPU. Another face detectors [44,45],
like Faceboxes [45], based on the CPU devices with low computational expense achieve promising
average precision (AP) performance as well as real time speed in the WIDERFACE dataset [46], which
may also be one of the representatives of face detection in the future. Additionally, it is worth mentioning
that Chen et al. [47] proposed a YOLO face detector based on YOLOv3 Darknet-53, achieving real time
detection speed up to 38 FPS with the accuracy of 69.3% on the WIDERFAC validation subset. Although
the existing algorithms of face detection have made great progress, how to achieve the good tradeoff
between accuracy and speed for face detection still needs to be further investigated in detail.

In the detection process, accuracy and speed are game relations, and what the study pursues is the good
tradeoff. In this paper, we use Darknet-53 as the backbone and propose an improved YOLOV3 network with
high accuracy and speed by introducing attention mechanism into the deep convolutional layers in order to
enhance the deep feature distinguishability. We test our model on the WIDERFACE and FDDB datasets. The
results demonstrate that the improvement is effective.

The main contributions of this paper are as follows: (1) the YOLOv3 model is highly improved for face
detection by introducing attention mechanism and data augmentation. (2) The fine features and high-level
semantics are realized to detect complex faces. (3) The proposed model achieves real time detection
speed (28FPS) for VGA images with acceptable accuracy in the wild, which shows a better tradeoff
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between efficiency and accuracy. (4) The proposed model presents good generation ability on another public
dataset FDDB.

2 Methods
2.1 Framework

According to the previous reports [26,47,48], the YOLOv3 network has high detection speed, but
relative low accuracy, especially for complex scenes and small size targets. In YOLOv3, Darknet-53 is
not only more powerful than Darknet-19 but also more efficient than ResNet-101 and ResNet-152.
Considering that, the architecture of the proposed model adopts Darknet-53 as the backbone and
introduces attention mechanism and data augmentation, called the YOLOv3-attention model and shown
in Fig. 1. Darknet-53 is employed for feature extraction, and the attention mechanism module is
introduced to refine original feature maps to enhance discrimination of the deep features. In addition, the
trick of data augmentation is used in the training procedure to achieve higher detection accuracy without
significantly affecting the inference speed.
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Figure 1: Architecture of the proposed YOLOv3-attention model. DBL, Darknetconv2d
Batchnormalization Leaky

The detection process of YOLOV3 is carried out with 8, 16 and 32times down sampling, respectively, to
realize the multi-scale feature detection, shown in Fig. 2. Taking the input picture with the 416 x 416 size and
3 channels as an example, a feature map of 26 x 26 is obtained by 16times down sampling (4 times 2x down
sampling) at the 38th layer of the framework. Then, 32 times down sampling with a stride of 2 is conducted at
the 63th layer, and the feature map scale turns to 1/32 of the input. After two step operations, the feature map
has the largest receptive field, suitable for detecting larger targets. Subsequently, an up sampling operation
with a stride of 2 and feature concatenation are executed to improve the nonlinearity and generalization
ability of the network, suitable for detecting medium targets. Besides, that can reduce the parameters to
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improve the real time performance. Finally, the obtained 8 times down sampling feature map has the smallest
receptive field through repeating the operation of up sampling and feature concatenation at the 100th layer
and 37th layer to further expand the feature dimension, achieving small target detection.
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Figure 2: Convolution structure of the proposed YOLOv3-attention model

2.2 Attention Mechanism

The visual attention mechanism in deep learning is derived from the imitation of human vision, which
can allocate information processing resources according to tasks. When humans process visual information,
they often do not process and understand all the information. That is to say, they selectively pay attention to
some significant or interesting information and automatically ignore other visible information. This helps to
filter out some unimportant information and produce more distinguishing feature representation, resulting in
improvement of the information processing efficiency [49].

In this paper, inspired by Song et al. [50], we introduce the soft attention module into the deep
convolution layer to mask the original output. The results after the masking are multiplied by the original
output and then superimposed back to the original output for the subsequent operation. In this way, we
increase the distinguishability of effective information in the picture, and consequently improve the model
detection ability.

With the deepening of the network layer, the feature noise is reduced, and the semantic information is
enhanced. But there are still two problems: (1) deep features have low-resolution; (2) the ability of deep
features to perceive details is poor. To solve the problem of low resolution, YOLOvV3 adopts the way of
up sampling and feature fusion with a stride of 2 when detecting medium and small size faces. That not
only takes the advantages of deep features, but also enlarges the dimension of the feature map.
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This article focuses on the second problem of YOLOV3 in deep feature learning. And so we seek to
propose a deep feature enhance module (Fig. 1) in order to improve the ability to perceive the deep
feature details. Accordingly, a soft attention module is designed between the 93th and 96th layers (Fig. 2)
of the network, where the input as the previous convolution output is processed. And then the spatial
features of the output are enlarged by the softmax layer. The attention layer generates the feature mask to
re-weight the original input features with probability. The resulting feature mask is multiplied by the
original output and then superimposed back to the original network as a new input to the next layer. The
calculation process can be expressed as the following part.

The feature vector f;; of the spatial location (i,/), and the mask of f;; can be represented as follows,
mask;; = soft max(score(f;;, p)) (1)

where, mask; ; is the mask probability of f;; regularized by the attention layer, score(-) is the attention scoring
mechanism based on different models that can be divided into addition, dot product and scaling dot product
etc., and wy is the matched weight of feature vector. Here, we use dot product scoring.

The mask dot products with the original feature output and gets the corresponding feature map fi‘}” of fj.
The process can be expressed as follows,
fij‘n = maskij ef,-J (2)
where, the set of l.‘;.” constitutes the attention map F*!, F4" = { f: J” }, and the set of mask;; constitutes the
feature mask, mask = {mask;;}.

Considering that the introduction of attention mechanism will introduce some noise and omit some
useful information in the process of reweighting, a shortcut connection is adopted to link the input of the
attention module directly to its output by making an additive fusion. That is, the obtained attention map
and the original input features are added together and then brought back to the original network as a new

input for the subsequent layer. The final feature map F;lfff ; 1s depicted as,

a

F;:%l = {(1 + mask;) ¢ fi;} ;

2.3 Data Augmentation

We propose a data augmentation strategy in order to prevent over-fitting, train a robust model, and as
well as specially increase the detection effect of complex faces [51]. In the training set, the background
part of the picture is used to randomly occlude a number of arbitrarily selected faces. Here, the number of
occluded faces is controlled at half of the face index, which expands the original data and enhances the
proportion of difficult samples.

3 Experiments
3.1 Datasets

3.1.1 Wider Face

WIDER FACE [46] is one of the largest and most challenging public face detection benchmarks. It
contains 393703 annotated faces among 32203 images with a high degree of variability in scale,
expression, pose and occlusion, etc. The dataset is randomly selected 40%, 10%, 50% images from
61 scene categories as the training, validation and testing subsets respectively. According to the detection
results on the EdgeBox, the validation and test subsets are split into three difficulty levels, i.e., easy,
medium and hard, for more diverse detection. WIDER FACE has the situations of label error, label noise
and label omission, which will cause the model to stop training. We propose a data cleaning method to
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eliminate the wrong data in it. In the training set, there are 12880 original pictures and 11612 correct pictures
after cleaning.

3.1.2 FDDB

FDDB [52] is another challenging dataset widely used. The dataset is composed of 2,845 images with
5171 annotated faces collected from Yahoo News website, including a large amount of occlusion, low
resolution, abnormal posture, etc. It provides two scoring methods: discrete score and continuous score.

The scores of different algorithms are intuitively compared through receiver operating characteristic
(ROC) curves.

3.2 Implementation Details

Our YOLOV3-attention model is trained on a NVIDIA GeForce GTX 2070 GPU and on two NVIDIA
GeForce GTX 2080ti GPUs, respectively. The basic soft environment configuration is Cudnn7.4.0 and
TensorFlow 1.13. On single 2070 GPU the batch size is set to 4 and the epochs are 200. The learning
rate is 107 for the initial steps and with the epoch increasing, it exponentially decays to 107 finally.
Anchor IoU threshold is 0.5. That means anchors of IoU > 0.5 will be assigned to positive classes. When
trained on two 2080ti GPUs, the batch size is only set to 16 without other changes. The input size is set
to 544 x 544 during the test time.

4 Results and Analysis
4.1 Accuracy and Analysis

To verify the effectiveness of the proposed model, we evaluate the results on the WIDER FACE
validation subset. The precision-recall (PR) curves as well as AP scores of our proposed model
(YOLOv3-attention) and the other existing methods are shown in Fig. 3. As can be seen from Fig. 3, our
YOLOv3-attention model presents the AP of 0.942, 0.920, and 0.821, which is 4.8%, 4.5% and 5.3%
higher than that of the YOLOV3 baseline (0.894, 0.874, and 0.768) on all the WIDER FACE validation
easy, medium and hard subsets. This means that the attention mechanism introduced into the
YOLOV3 network enhances the model’s ability to perceive fine features and high-level semantics by
concentration and fusion of features. Therefore, it results in effective improvement in the feature
description. It is worth noting that our YOLOv3-attention model obtains the best improvement on the
hard subset that contains large amount of complex faces such as large scale variances, occlusion and tiny
faces etc. This demonstrates the effectiveness of the model for detecting complex faces, due mainly to the
excellent learning ability and robustness.

In Fig. 3, it can also be seen that the YOLOv3-attention model is included in the SOTA class of the
detection algorithms, especially on the easy and medium subsets. To conduct a quantitative comparison
with the existing SOTA face detectors, we list the results in a summary Tab. 1. Among these SOTA face
detectors, the proposed YOLOv3-attention model shows lower results but much higher efficiency (See
4.2 Section), when compared to some of two-stage detectors like PyramidBox [22] and PyramidBox++
[25] due to their proposal and refinement mechanism in processing. Meanwhile, our YOLOv3-attention
model performs better than some latest face detectors like EXTD [40], SFD [53] in the easy or medium
subset, but lower in the hard subset, resulting from the YOLOvV3 simple structure. Besides, when
compared to CMS-RCNN [21], MSCNN [54], RFAB-f-R-FCN [55] and YOLO-face-deeper darknet [47],
our model has much higher AP across all the validation subsets, indicating the excellent performance.
Objectively, it is worth mentioning that compared to some of SOTA face detectors, like ASFD [38],
RefineFace [39] and RetinaFace [43], our model achieves lower results due to the lightweight network
and fewer tricks. That may be improved by introducing more optimization strategies.
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Figure 3: PR curves as well as AP scores of our proposed model on the WIDER FACE validation subset (a)
Val-easy (b) Val-medium (c) Val-hard

Table 1: Comparison of our model with SOTA detectors on the WIDERFACE Val dataset

Model

Easy (AP)

Medium (AP)

Hard (AP)

ASFD-D6 [38]

RetinaFace(ResNet-152) [43]

Pyramidbox++ [25]

DSFD [37]
Pyramidbox [22]
FANet [56]

FAN [42]

Face R-FCN [57]

Face R-CNN [58]

EXTD-FPN-64-PReLU [40]

0.972
0.969
0.965
0.966
0.961
0.959
0.952
0.947
0.937
0.921

0.965
0.961
0.959
0.957
0.950
0.947
0.940
0.935
0.921
0.911

0.925
0.918
0.912
0.904
0.889
0.895
0.900
0.874
0.831
0.856

(Continued)
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Table 1 (continued).

Model Easy (AP) Medium (AP) Hard (AP)
EXTD-FPN-32-PReL.U [40] 0.896 0.885 0.825
SFD [53] 0.937 0.925 0.859
SSH [36] 0.931 0.921 0.845
RFAB-f-R-FCN [55] 0.913 0.896 0.794
EagleEye [59] 0.863 0.792 0.462
MSCNN [54] 0.916 0.903 0.802
FaceBoxes [45] 0.885 0.862 0.773
CMS-RCNN [21] 0.899 0.874 0.624
YOLO-face-deeper darknet [47] 0.899 0.872 0.693
Faceness [60] 0.713 0.634 0.345
YOLOV3 (Baseline) 0.894 0.874 0.768
YOLOv3-attention (Ours) 0.942 0.919 0.821

To demonstrate the generalization ability, we test our proposed model trained on WIDER FACE on
another classical face detection dataset FDDB. The discrete ROC curves are shown in Fig. 4. When the
number of false positives is equal to 800, our YOLOv3-attention model gets the true positive rate of
96.5%. It outperforms RFAB-f-R-FCN [55], ICC-CNN [61], Faster-RCNN [32], FaceBoxes [45], etc.,
presenting good transfer inference ability.
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Figure 4: ROC curves on the FDDB dataset
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To present the visualization detection effects of our proposed model, some experiment samples of
YOLOV3 and its attention enhance model on the WIDERFACE dataset are shown in Fig. 5, respectively.
It can be seen that the detection results (Fig. 5b) of our YOLOv3-attention model are 4 more faces than
those (Fig. 5a) of YOLOvV3. This demonstrates the proposed model is better than the baseline. In complex
scenes, Fig. 5d detects 481 faces, far more than the 343 bounding boxes in Fig. 5c, especially for the
small size and heavy occluded faces in the distance, indicating tremendous improvement in the recall rate
via our enhance model. This can be attributed to the extraction of the discriminative deep features by an
introduction of attention mechanism and data augmentation, presenting the face detector robustness in
detecting tiny faces. In addition, it is interesting to note that Fig. 6 shows a qualitative result of the World
Largest Selfie with dense faces under large variation in scale, occlusion, pose and blur. The proposed
model detects around 900 faces out of the reported ~1100 faces even though including a few error cases.
That is consistent with the detection of PyramidBox++ and RetinaFace, demonstrating the generalization
and effectiveness of our proposed method in the wild.

(b) (d)

Figure 5: Some detection samples of YOLOV3 (a, b) and YOLOv3-attention model (c, d)

4.2 Speed and Analysis

As we know, it is of great importance for the efficiency of face detection in its practical applications,
especially in some embedded devices. However, it is difficult to acquire the excellent tradeoff between
efficiency and accuracy of face detectors. When the algorithm pursues the detection accuracy, it often
needs a lot of calculation, i.e., complex computation procedures, resulting in low efficiency. To
characterize the efficiency of our proposed model, we evaluate its inference speed results on the
WIDERFACE validation subset, shown in Tab. 2. Tab. 2 also summarizes the speed results of the
existing face detection models. As can be seen, the YOLOv3-attention and YOLOv3 models run 23FPS
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and 23.7FPS on an ordinary 2070 GPU, respectively. This indicates that the deep feature enhancement
module introduced into the network has almost no obvious effect on the detection speed. Furthermore,
our YOLOv3-attention model runs 28 FPS on a 2080ti GPU with relative low cost under the 544 x
544 input image size, which shows a high efficiency face detector with near real-time speed (=25FPS)
detection for VGA resolution (640 x 480) images. As shown in Tab. 2, in terms of speed, our proposed
model outperforms some of the SOTA face detectors such as PyramidBox [22], Face R-FCN [57] by a
large margin. This can be attributed to the fact that two-stage methods have complex procedures and
heavy weight structures. Certainly, compared to the YOLOv3 based face detector [47,51], our model
demonstrates a little lower speed but much higher accuracy. For instance, the YOLO-face deeper darknet
proposed by Chen et al. [47] has higher speed of 38FPS with the 416 x 416 input image size, but it has
much lower accuracy of 69.3%. In addition, some of the SOTA face detectors with excellent accuracy
and speed have been conducted on several GPUs with the high compute power [38,43]. Hence, our
proposed model achieves a lot better tradeoff between efficiency and accuracy, as well as lower
computation cost.
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Figure 6: A detection example of the World Largest Selfie by YOLOv3-attention model

Table 2: Comparison of inference speed of face detectors on the WIDERFACE Val subset

Model Speed/FPS Hardware AP

PyramidBox [22] 3 TITAN RTX GPU (hard) 0.889
RetinaFace(ResNet-152) [43] 13 Tesla P40 GPU (hard) 0.918
FAN-600 [42] 27.7 TITAN Xp GPU (hard) 0.735
Face R-FCN [57] 3 Tesla K80 GPU (hard) 0.874
YOLO-face deeper darknet [47] 38 GTX 1080ti GPU (hard) 0.693
FaceBoxes [45] 10.2 CPU (easy) 0.863
RFAB-f-R-RCN [55] 9.17 GTX 1080 GPU (hard) 0.794
YOLOV3 (Baseline) 23.7 RTX 2070 GPU (hard) 0.768
YOLOv3-attention (Ours) 23 RTX 2070 GPU (hard) 0.785

YOLOV3- attention (Ours) 28 RTX 2080ti GPU (hard) 0.821
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5 Conclusions

In this paper, using Darknet-53 as the backbone, we have proposed an improved face detector called the
YOLOv3-attention model by introducing attention mechanism and data augmentation. The attention
mechanism module is able to obtain more effective deep features containing fine-concentrated and high-
level semantics by fusing the attention map and original input features. This results in enhancing much
higher discrimination of the deep features. The data augmentation trick can construct a robust model and
especially increase the detection effect of complex faces. Our proposed model has been evaluated on the
WIDERFACE Val dataset, which achieves the AP of 0.942, 0.919and 0.821 with the speed of 28FPS. It
demonstrates near real time detection with acceptable accuracy for VGA revolution images, indicating a
better balance between efficiency and accuracy. In addition, the proposed model shows good generation
ability on another public dataset FDDB. As a result, the proposed model is a promising face detector in
the wild.
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