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Abstract: Recently, Internet of Things (IoT) technology has provided logistics
services to many disciplines such as agriculture, industry, and medicine. Thus,
it has become one of the most important scientific research fields. Applying
IoT to military domain has many challenges such as fault tolerance and QoS.
In this paper, 10T technology is applied on the military field to create an
Internet of Military Things (IoMT) system. Here, the architecture of the afore-
mentioned [oMT system is proposed. This architecture consists of four main
layers: Communication, information, application, and decision support. These
layers provided a fault tolerant coverage communication system for loMT
things. Moreover, it implemented data reduction methods such as filtering,
compression, abstraction, and data prioritization queuing system to guarantee
QoS for the transmitted data. Furthermore, it used decision support technol-
ogy and IoMT application unification ideas. Finally, to evaluate the ToMT
system, an intensive simulation environment is constructed using the network
simulation package, NS3. The simulation results proved that the proposed
IoMT system outperformed the traditional military system with regard to
the performance metrics, packet loss, end-to-end delay, throughput, energy
consumption ratio, and data reduction rate.

Keywords: Internet of things; internet of military things; simulation;
military; battlefield

1 Introduction

The term Internet of Things (IoT) can be defined as communication between huge numbers
of things all over the world [1,2]. Recently, the term IoT has been used in many research fields
such as mobile ad hoc networks, cloud computing, cyber-physical systems, big data analytics, etc.
Additionally, IoT technology has improved the services which are introduced in many fields such
as medical, commercial, traffic, security, and other applications [3,4]. Therefore, research in the
IoT field has devoted considerable attention [5-7]. Because of the relationship between industrial,
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commercial, and military fields, applications of IoT technology in the military field have increased
in number [8—10].

The modern war has become mainly information-based. Recently, United States forces have
become dependent upon use of the central information network in all war strategies. This is
considered a recent concept in warfare’s world compared with traditional plans [I1]. Addition-
ally, real-time information sharing between military sectors is one of the most important things
involved in managing wars, especially if these types of information are critical and if timely
knowledge of this information will lead to the resolution of many critical situations [12]. Thus,
communication between war elements such as weapons, applications, soldiers, and other elements
to become one information network has become an important research [13]. The main target of
the IoMT is to provide better efficiency in the battlefield.

There are many challenges in the IoMT field due to its special nature. The main challenge is
presented by the communication between different types of weapons in addition to other things
such as soldiers. This type of communication should consider the critical battlefield situations that
may require real-time decisions. Moreover, the fault tolerance aspect is an important communica-
tion issue and should be considered when the IoMT system architecture is designed. Therefore,
in case of failure in a communication strategy between groups of military things, an alternative
manner of communication should be ready to complete the communication target. The second
challenge which should be considered concerns scalability. In the battlefield, the number of
interaction processes occurring between huge numbers of entities increases with time. Therefore,
the IoMT system architecture should consider the joining and leaving of billions of things.
Nonetheless, traditional scalability protocols cannot be applied with this type of environment
because its resources may be limited (i.e., bottlenecks). The third challenge presented by the IoMT
is related to energy consumption. There are many things in the IoMT environment which are
energy-based. Hence, in the case of full capacity consumption by a battlefield thing, this thing will
become useless. This may raise a major problem, especially if this thing has high importance. The
fourth challenge concerns interoperability. This challenge can be simply defined in the IoMT by
different applications which will be used in the battlefield. The fifth challenge is that of ensuring
quality of service (QoS), which can be defined as the ability to provide a service required for data
to be transmitted in a real-time manner.

The main contributions of this paper:

e We develop a scalable IoMT system architecture.

e We Propose a fault tolerant coverage communication system for IoMT things.

e We implement data reduction methods such as filtering, compression, and abstraction in
addition to data prioritization in the IoMT system to guarantee QoS.

e Furthermore, we use decision support technology and IoMT application unification ideas.

e Finally, we construct a simulation environment to test the performance of the proposed
[IoMT system and discuss the simulation results.

The reset of the paper is organized as follows: The “related works” are discussed in Section 2, the
proposed IoMT system architecture is presented in Section 3, the construction of the simulation
environment is demonstrated and the results are discussed in Section 4, and the paper is concluded
in Section 5.
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2 Related Works

Most of the aforementioned researchers did not attempt to apply or simulate what they had
demonstrated. Yushi et al. [14] introduced IoMT system conception and architecture as well as
an application assumption to validate the proposed IoMT modes. The main weakness in this
research trail is that there is no simulation or implementation for the demonstrated modes. The
system architecture can be simplified by combining a set of layers. Moreover, management and
security processes should be distributed over the whole set of architectural layers. Chudzikiewicz
et al. [15] introduced a fault tolerance technique to the IoMT system. A simple implementation of
the IoMT showed few results. The proposed implementation scenario is too simple, so it cannot
reflect the real nature of the IoMT environment. Thus, the implementation results are considered
inaccurate. Glowacka et al. [16] presented a cognitive mechanism to make the IoT-based military
system aware of threats. Once again, the main weakness of this mechanism was that the simulation
environment which was used to test the proposed mechanism did not reflect the real nature of
the IoMT. Kott et al. [17] presented a survey about the Internet of Butterflied Things (IoBT).
Management, communication, deception, and adversarial perspectives were also introduced. This
research presented only a theoretical meaning. Tortonesi et al. [18] presented a survey about the
IoT which comprised its information management and communication challenges. Additionally,
this survey demonstrated specific military operations built on the IoT concept. The simulation
infrastructure which was used to measure the performance of the proposed military operations
is too trivial to be considered an IoMT environment. Pradhan et al. [19] proposed an approach
that used commercial off-the-shelf (COTS) sensors for data gathering and surveillance. They also
highlighted usage of IoT devices for military purposes. However, no implementation or simulation
of the authors’ claims was considered. Dyk et al. [20] presented an ontological technique to
both evaluate the information network and consider the butterflied soldier’s health. Moreover,
a simulation environment was introduced to test the proposed technique. This research used a
simulation package called SenseSim, which is related only to WSN. (The IoT comprises not
only WSN but also comprises other things from RFID networks, mobile ad hoc networks, etc.)
Therefore, the proposed simulation results are considered inaccurate. Jalaian et al. [21] presented a
proof for using the IoT concept in military applications. It presented an architecture which utilized
a long-range low-power wide-area network (LoRaWAN). This research is considered the nucleus
of the idea of using the IoT for military purposes. However, LoORaWAN is simple and based only
on the sensors and embedded micro-controllers equipped with LoRaWAN-compatible radio. This
is contrary to the nature of the IoT technology. Johnsen et al. presented a medium-sized smart
city scenario. This scenario described a simple information management system that may be useful
in Situational Awareness (SA) issues [22]. Additionally, a military application perspective has been
introduced in the smart city scenario to be applied in the future.

3 The Proposed IoMT System Architecture

The IoMT system comprises a group of military things which should be well-organized in
the battlefield. These things, such as drones, operating bases, ships, tanks, soldiers, and planes,
should be communicated in a cohesive network. Situational awareness, response time, and risk
assessment are all increased in the IoMT network. Furthermore, the IoMT environment should
involve a complete awareness of pervasive computing, pervasive management, pervasive sensing,
and pervasive communication. Furthermore, the loMT may lead to an extraordinary scale of data
produced by the network things such as sensors. Moreover, the computations which are required
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in this type of network are massive, and the results of these computations should be achieved
accurately in real time. Therefore, the IoMT system architecture should consider above notes.

Thus, the proposed architecture consists of four layers: Communication, information, applica-
tion, and decision support layers (see Fig. 1). The communication layer is concerned with how the
things can communicate with each other in one large network. The information layer is concerned
with the collection, management, and analysis of military data. The application layer comprises
the application(s) that control the differently-communicated military systems. Finally, the decision
support layer is concerned with the decision support system that helps the war managers make
accurate, real-time decisions. Each layer will be discussed in depth below.

Communication Application
Layer Layer

loMT
Architecture
Information Decision Support
Layer Layer

Figure 1: Simple view of the proposed IoMT architecture

3.1 The Communication Layer

The IoMT system can be considered a special example of the IoT. Hence, the IoMT envi-
ronment is somewhat similar to the IoT environment with minor differences in types of things,
communication manners, etc. In accordance with this idea, the IoMT environment can be defined
as a group of different networks communicating with each other using the Internet. These net-
works should comprise active and passive things that can be found in military missions. The main
networks which should be constructed in the IoMT system include wireless sensor (WSN), radio-
frequency identification (RFID), mobile ad hoc (MANET), satellite, and high-altitude platform
(HAP) networks. The WSN is represented in the IoMT system due to its importance in many
military issues. The WSN assists war operations by rapidly collecting and delivering precarious
data. Then, this data is sent to the most suitable person to make a correct decision in real
time. Therefore, the main target of the WSN is to monitor and track the movements of enemy
soldiers and other enemy things, in addition to coordinating its own military activities. Sensors can
be distributed over long distances and cover large areas. These sensors communicate using base
stations which control their behaviors. RFID network is represented in the IoMT environment
due to its importance in the military field. One of most important issues in the army is that
most of its things should be tagged. Using RFID in the battlefield provides a tracking system
with superintendence for soldiers, cargo, small weapons, airplanes, projectiles, missiles, etc. For
example, periodically scanning the medical case and efficiency of each person is a very important
issue in the wars. MANET representation in the IoMT system is also an important issue because
it can be used to facilitate the communications of soldiers, weapons, vehicles, etc. MANET has
many ad hoc military applications, such as a network installed between airplanes and ground
stations or a network between ships. The requirements of each ad hoc network are determined
depending on the military mission type. Moreover, the ad hoc devices which are used in military
applications are equipped with routing scenarios such that data can be forwarded automatically
using best routing paths. It is common logic that the IoT relies on Internet technology to facilitate
communication. Unfortunately, Internet technology may not be available in some battle locations.



CMC, 2021, vol.67, no.3 3891

Therefore, finding alternative communication technologies is very important. This is why the HAP
network is used in the coverage target. The military things are distributed over large areas, so
they should be covered in a reliable manner to guarantee communication efficiency. The HAP
network can be used as a second communication strategy option in addition to the Internet. The
HAP network can be found at limited heights; therefore, it could be an easy target for the enemy
and its failure probability may be high. In cases of HAP network failure, the communication
system will face big problems which may affect the military mission. Therefore, a satellite network
should be constructed to cover the failed HAP network, and to cover the military things which
may be not covered by HAP networks or the Internet (see Fig. 2). The communication challenge
between different networks is resolved simply using a header recovery technique. In this technique,
a translator which encapsulates each packet with the header of the destination node should be
added between each two networks. The new header makes the packet understandable; this can be
achieved by the system routers (see Fig. 3).

WSN
RFID
MANET

Gateway

Figure 2: The communicated networks (part from this figure is taken from [23])
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Figure 3: The header translation process
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3.2 The Information Layer

This layer is very important because it represents the core of the IoMT system architecture.
The information collected by military things such as RFID, sensors, etc. should be transmitted,
stored, and analyzed in a secure, precious, real-time manner. The first function of this layer is the
organization and storage of gathered information after this information has been processed. The
processing of IoMT system data is considered a challenging issue due to the terabytes of data
that can be gathered within a short period. Therefore, this data should be minimized to an extent
that will not compromise quality. Additionally, the special requirements of IoMT, such as real-
time decisions, cannot be neglected. In the IoMT system architecture, data processing comprises
four steps: Prioritization, filtering, compression, and abstraction. The prioritization process is
clarified below. Data filtering, data compression, and data abstraction techniques are stated in
Sub-section 4.1.

The prioritization step involves handling data at different priority levels. Each piece of data
collected has a certain level of importance for the war managers (i.e., army generals). Therefore,
data should be organized into a number of priority levels such that the high priority data will be
handled and sent first in cases of IoMT system starvation. A queuing system is used to achieve
this prioritization step. Due to the huge number of IoMT system data classifications, a six-queue
system is used. Hence, the IoMT system data will be classified into six different classes. The
first class represents the most important IoMT system data; the second class represents the less
important data, and so on. The classification process will be accomplished dynamically, so the
data in each class may change depending on the nature of the war mission. To achieve this step
practically, next router generations should have the ability to classify [oMT system data. Fig. 4
clarifies the prioritization process.

Satellite

Networy

Q2

L/RFID
Netw
Classification

Wireless Process
MANET

HAP
Networ

Figure 4: Simple view of data classification process

1

To formalize the proposed six-queue system, the state transition probability (P;), process
birth (A;), and process death (u;) relation should be determined (see Eq. (1)).

Pij—hi+ (1)
In the proposed prioritization process, there are six queues (Q1, Q2, Q3, Q4, Q5, and Q6).

Each queue is reserved for a special type of IoMT data (i.e., data class). Data can be trans-
formed from one queue to another depending on its importance in a specific war time. This data
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transformation process is achieved during the execution time. Listed below are seven steps that
clarify how the prioritization process works:

a. The IoMT system data, which is incoming from the communication layer, is dis-
tributed over the six queues. This data will be classified within a specific interval by a
war administrator system. P; to Pg represent the classifier selection initial probabilities
where Y%, Pri=1.

b. In the case of insufficient bandwidth or QoS deficiency for a current serviced data block,
the system will select another block of data provided that the new data block can be found
in the same queue as the old one.

c. In the case of incomplete data block processing, the data block will be transformed to a
lower priority queue.

d. If Q6 is empty, the data blocks in Q1 (which has sufficient QoS) will be processed.

e. If QI is empty, the control will be transformed to Q2.

f. If any data block has an incomplete status, the data block will be transmitted to the
next queue.

g. If the service control is at a queue and a data block comes to a higher priority queue, the
control will jump to the higher priority queue immediately to service the new data block.

State Transitions

The Markov chain model should be defined in the proposed six-queue scheme. Each queue
represents a state: statel for QI, state2 for Q2, state3 for Q3, stated for Q4, state5S for QS5, and
state6 for Q6. The required service time for one data block is determined by t (v =1,2,3,...).
Each system state transition is considered to be either for waiting or for servicing. Fig. 5 shows
the states’ transitions.

Figure 5: The queuing system states transitions

Suppose that {YT,T> 1} is used to define the Markov chain where Y7 is the queue that will
be selected at a time T, Let {Q1, 05, 03, 04, Os, O¢) is space of the state for a random variable Y.

The initial selection probabilities (Z?:l Pr;=1) are determined using Eqs. (2) to (7).

Prl:P[YO - Ql] (2)
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Pp_P[Y"=0)] 3)
Pp_P[Y" = 03] 4)
Ppu—P[Y" = Q4] (5)
Pys—P[Y? = 0s] (6)
Pys—P[Y? = Q¢] (7

Sij (i=1,2,3,4,5, and 6) represents the probabilities of system transactions over the six states.
Tab. 1 represents the state transition matrix. The row-dependent model in Eq. § should be applied
as well. Tab. 2 shows the proposed six-queue scheme.

Pij—xi+i(w)) ®)

Table 1: The matrix of state transition
Y’T

Yyl 01 St S12 S13 NP NE S16
0)) S$1 S22 823 824 825 S26
03 S31 S32 S33 S34 S35 S36
Oy Sa1 Sa2 Sa3 Sa4 S45 S46
Os Ss1 Ss2 Ss3 Ss4 N Ss6
O Se1 Se2 S63 Sea S65 Se6

Table 2: The proposed six-queue scheme analysis

Y’T
01 0)) 03 O4 Os O

Yy o Atui A2 A+3 A+4p; 1= (5r+6u)
O A+py A+2w;  A+3w; A44du; A4Sy 1 —(SA+10u;)
(0%} )»+2,Uq )‘+3'U“.1' )»+4,Uq A+5u; )»+6Mj 1—(A+ 14#1)
O4  A+3u;  A+4p;  A+5u;  A+6p;  A+Tu; 1 —(SA+18u;)
Os  A+4p;  A+5u;  A+6p;  A+Tu;  A+8u; 1 —(0OA+22u))
Os A+5u; A+6u; A+Tn;  A+8u; A+ 1 — (SA+26u;))

3.3 The Application Layer

The application layer in the IoMT system architecture comprises heterogeneous applications
used in war missions such as management, surveillance, etc. This layer should manage the func-
tions of these applications using one general application without affecting their efficiency. The
unification process of these applications should be achieved based on the communication data
(message exchange). In data communication, output data for one application may act as input
data for another application. Therefore, determination of input data and output data for war
applications is considered one of the most important targets of this layer. For example, the input
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of the rocket launch application of an aircraft or a launcher needs the output data of the
satellite surveillance application, and the satellite surveillance application may need data from
the WSN application. Communication between the information layer and the application layer
is very important because the data, which will be considered as inputs and outputs, should be
handled first in the information layer. Hence, to design the general application that will be used
to manage the military applications, it should first determine input and output data for each
application individually. Then, the time of data processing should be defined (hard, real, or soft).
For example, in the case of a sudden change in the coordinates of a particular target during a
cessation of fighting, three applications should interact in real time to achieve the mission and hit
the target in its new position. These interacting applications make up the WSN, war management
as well as cabin of the plane entrusted with the mission. The priority with which to apply special
applications should be determined as well. For example, defense applications will have activation
priority in cases of multiple enemy attacks on a particular target.

In accordance with the discussion above, the general management application should have
a special database. This database stores dynamically changing data about individual military
applications. This data is related to the following topics: Inputs and outputs, the data flow direc-
tions between individual applications, hard-time military situations, real-time military situations,
soft-time military situations, and the priority for each application. These priorities should be
determined based on war situations. The design of the IoMT system database may be distributed
or central depending on the nature of the general management IoMT application. In a distributed
database, the complexity of interaction between database servers should be noted, especially in
case of events that require a hard-time or real-time interaction (see Fig. 0).

o W

A 4 i

General loMT Management Application

A 4

Application\«—input 2-1— Application\«—input 3-
1 —Output 1-2-| 2 —Output 2-

| |
Figure 6: Simple view of the IoMT application layer

3.4 The Decision Support Layer

One of the most important issues in war is the decision-making process. In a technological
war, a decision should have many specs such as accuracy, real-time, clearness, security, and fast
distribution. All of these specifications should be related to the data that is gathered for the infor-
mation layer. Although there is a close relationship between information and military decisions,
the proposed IoMT system architecture has a middle layer between the information layer and
the decision support layer called the application layer. The massive number of terabytes gathered
within short periods should be analyzed, filtered, prioritized, and compressed. These processes are
already achieved in the information layer. However, the information layer does not have the ability
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to determine the direction of information moving between applications (i.e., the normal sequence
of information). This sequence of information means that each data segment should be directed
to a suitable application in order to become complementary and balanced. This information will
be used in the decision-making process. For example, suppose that war managers have a goal
that requires information to be processed in a specific arrangement and a particular order until
a certain result is obtained from a military reconnaissance trip. The completion of that goal will
be achieved through infantry and air defense. Therefore, the link between the application layer
and the decision support layer will have a good impact on decision-making with high-precision
specifications, which will be useful in critical war events.

Put simply, the decision support process outlined in this paper comprises five steps: Event
weight, solution identification, choice of one solution, action, and output evaluation (see Fig. 7).
The event weight can be extracted by war managers depending on their levels of experience. Once
the event is well-understood, it is time to define solutions. There are many different alternatives
available when a decision is prepared. Therefore, it is important to determine the range of available
actions. Next, alternatives should be chosen and the risks of each alternative solution should be
determined. Then, it will be time to take action. The implementation plan should be determined
and the resources required to implement the selected solution should be available. Execution
timing should be preciously determined, and then execution may begin. Finally, output of the
selected solution implementation should be evaluated. Note that there are many decision support
systems which may be implemented in the IoMT after they have undergone practical tests such

as in [24,25].
<«—>»  Military Event Weight « «—> M

«—» Solution Identification

!eleclllon o! !He
R SEE— <
Best Solution ‘ N

xecution o is
Solution

Figure 7: Simple view of the decision support layer

There are three main challenges which may be raised in the decision support layer. The first
challenge is that of having too much or not enough data. This means that the decision support
layer output will be late or inaccurate, which may cause a disaster because real-time decisions
are needed in most times of war. The second challenge is problem misidentification. In most
war missions, there are many issues surrounding a decision. However, sometimes there is nothing
to confirm the truth of these issues. The third challenge is outcome overconfidence. Even if
decision-making processes are implemented accurately, the actual output may not match up exactly
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with the expected output. The application layer will face these challenges by determining the
accurate information needed for decision construction, an accurate definition for the problem, and
output adaptation. As a result, the output of the application layer will be used by the decision
support layer. This makes the separation between these layers an important issue to consider in
the proposed IoMT architecture.

4 Simulation and Evaluation

There are two main topics in this section: Construction of the simulation environment, and
discussion of the simulation results. The simulation environment comprises five different main
networks which are communicated with each other to construct the IoMT system.

4.1 Construction of the Simulation Environment

First, a military simulation environment should be constructed to test the performance of the
proposed IoMT architecture. Network Simulator 3 (NS3), one of the most widely used network
simulation packages, will be used to achieve this target. The military simulation environment
comprised five different types of networks which include a huge number of nodes distributed
over a large area. These five networks are WSN, RFID, MANET, HAP, and satellite networks.
These networks are determined depending on battlefield requirements. The simulation, which
stated in [206], is used to evaluate the proposed IoMT architecture. In WSN simulation, thousands
of sensors in the war environment are distributed and deployed. One or more base stations are
presented to connect these sensors with each other and gather information from them. In sudden
events, the sensors able to send a trap message to the base station. Then, if the situation is urgent
and requires that a decision be made quickly, the base station will send information directly to exe-
cuters such as fighters, managers, etc. However, in a normal situation, the base station will resend
gathered information (detailed or abstracted) to the manger(s) in charge for decision creation. The
base station is supposed to be smart and programmed to achieve this target. For accurate WSN
representation in the IoMT, the sensors should have various transmission ranges. For RFID, the
best scenario was used by the United States military in the Second Gulf War [27]. One RFID
tag should be attached to each soldier to be tracked into the battlefield. In addition, war tools
such as commercial shipments and air pallets should be digitally tagged with RFID to know the
up-to-date status of critical tools such as tanks and plans. Moreover, to save soldiers’ lives, the
proposed simulation system considers mobile hospitals that specialize in warfare and should be
equipped with RFID technology. Furthermore, small inventory army things are observed using
RFID technology to achieve tighter inventory control. For MANET simulation, it contains a
temporary communication between battlefield objects such as vehicles, soldiers, and information
providers. In some military cases, it is difficult to pass or send information through/to the data
collection center. So, one from considerations in MANET simulation is to use this network in data
transmission. The architecture stated in [28] is used to communicate HAP and satellite networks.
The Internet simulation uses the routing algorithm presented in [29] and the IoT mixed multicast
architecture stated in [30]. Multimedia transmission is achieved using [31], but the traditional

29 2

military system is simulated using guidelines stated in [32,33].

IoMT data will be created randomly and dynamically for the information layer simulation.
Then, this data will be classified and entered into queues where each queue will serve as a
data class. Dynamic data creation depends on the war missions that are stored in a special
database. The compression technique and the data filtering technique stated in [34] are used in this
simulation scenario for data reduction, which represents one of the main targets in the information
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layer. The application layer simulation also depends on the war missions, which comprise many
scenarios for simulated networks. Input and output data are predetermined in a simulation file
for each network application. Communication between the network applications and the general
management application is achieved by message transmission. The simulation in [35] is used
to cover the decision support layer. Part of war missions modeling and simulation are taken
from [36], and the general specs of the weapons used in this simulation are taken from [37]. Fig. &
shows a general view of the proposed IoMT system simulation environment.

il

D Simulation
pplication = Files

satellite

Figure 8: Simple view of the IoMT simulation environment

4.2 Results and Discussion

The performance metrics include packet loss, end-to-end delay, throughput, energy consump-
tion, data reduction rate, and queue-type transformation. These performance metrics are selected
to determine the effectiveness of IoT technology in the military environment. These perfor-
mance metrics are measured for the IoMT system and compared with the traditional system.
The traditional system uses traditional communication systems, algorithms, and techniques in
war missions.
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Packet loss is considered an important performance metric due to the sensitivity of each byte
in the decision-making process of military missions. Due to the number of objects in the IoMT
system, a massive number of megabytes can be transmitted within a short period. This may lead
to high packet loss rates in the traditional military system, especially in network bottlenecks. This
metric is measured by the number of packets received correctly at each destination. To determine
the rate of packet loss over all of the IoMT system, the total number of lost packets is divided by
the total number of sent packets. Fig. 9 shows the packet loss ratio after testing the IoMT system
and the traditional system using the constructed simulation environment. In this figure, the x-axis
represents the simulation time in minutes, and the y-axis represents the average packet loss values.
A packet loss value is acquired each second, but the average packet loss value is calculated every
minute. As shown in Fig. 9, the average packet loss value of the IoMT system is less than that
of the traditional system. The hesitations in the IoMT system plot are smoother than those in
the traditional system plot. This means that a sudden increase in the amount of data transmitted
in a war mission produces high packet loss ratios at many simulation time points, such as time
points 27 and 69, which can have a negative effect on decision-makers. On the other hand, the
IoMT system can face this type of problem by decreasing the packet loss ratio, thus producing a
positive effect.

Packet Loss Ratio
——Traditional System —=—|oMT System
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Figure 9: Packet loss ratio

The end-to-end delay performance metric reflects the efficiency of the IoMT system by
decreasing the amount of time taken for data transmission, thus decreasing of the overall amount
of time taken for data processing. Therefore, it is essential to measure this performance metric.
The number of packets sent by sources and received by destinations in a predetermined amount
of time is used to measure the end-to-end performance metric. The types of delays that are
considered in calculating this performance metric include queuing, propagation, processing, and
transmission. The results of this performance metric are shown in Fig. 10. In this figure, the
x-axis represents the simulation time in minutes, and the y-axis represents the average end-to-end
delay values. It is noticeable that the end-to-end delay values of the IoMT system are less than
those of the traditional system. This can be explained by the amount of transmitted data that
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has been reduced by IoMT methods and techniques, creating a greater range of transmitted data
that is not found and saving a bandwidth for important packets to be served with accepted delay.
Conversely, the traditional system may produce a massive number of megabytes, thus leading
to overloaded transmission channels and congestion that would certainly lead to high end-to-
end delay, especially in bottlenecks. Additionally, the end-to-end delay figure plots have many
hesitations. This appears to be due to random events which may be constructed in the simula-
tion environment to reflect the real nature of the IoMT system environment. These events may
consume a network resource suddenly, leading to a sudden decrease in the QoS and a sudden
increase in the end-to-end delay values that appear as hesitations in the Fig. 10 plots.
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Figure 10: End-to-end delay

The throughput performance metric is used to determine the efficiency of the IoMT system,
and is calculated using the total number of packets that are transmitted and received correctly by
their destinations. The throughput performance results are shown in Fig. 11. The x-axis represents
the simulation time in minutes, and the y-axis represents the throughput values in kB/s. It is
notable that the throughput values produced by the IoMT system test are higher than those
produced by the traditional system test. This means that the number of packets transmitted and
received correctly is high in the IoMT system, which can be taken to mean that the IoMT system
provides the transmitted packets with their required QoS. Conversely, the traditional system deals
with the military mission as one status that is considered against the nature of the war. The
transmitted packets may face many bottlenecks, which may lead to congestion and an increase
in the number of lost packets, thus affecting the throughput. Additionally, the bottlenecks may
increase delay, which would also affect the throughput.

Extension of network lifetime is an important target, especially in military missions. It is
well-known that the network lifetime is related to the energy consumption of each energy-based
network node. High energy consumption is associated with a low network lifetime, and vice versa.
The core networks of the IoMT system include WSN, RFID, and MANET networks. Most of
these networks’ nodes are energy-based. Additionally, the number of bytes transmitted in the
IoMT system is related to the energy consumption ratio. Therefore, measurement of the energy
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consumption ratio of each network is a very important performance metric. Figs. 12—14 show the
results of energy consumption in the WSN, RFID, and MANET networks respectively. The x-axis
represents the simulation time in minutes, and the y-axis represents the average energy consump-
tion. It is notable that the energy consumption rates of the three networks in the IoMT system
test are less than those of the traditional network. This can be explained by the high number of
transmitted packets in the traditional system that consume a large amount of energy. However,
the number of transmitted packets in the IoMT system is controlled by the general health of
the IoMT networks. This means that in cases of large energy consumption rates, the number of
transmitted packets is dynamically decreased using the IoMT techniques described above.
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Figure 12: WSN energy consumption
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Figure 13: RFID energy consumption
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Figure 14: Mobile ad hoc energy consumption

The data reduction performance metric is important as well. This performance metric is
measured by the total number of transmitted packets within the simulation time of IoMT and
traditional systems. Fig. 15 shows the data reduction rate results of the simulation. The x-axis
represents the simulation time in minutes, and the y-axis represents the reduction percentage of
the IoMT system. There are notably different reduction rate percentages due to the existence of
different IToMT statues. Furthermore, IoMT system data reduction is related to two parameters:
The network QoS, and the number of packets transmitted over a period of time. Therefore, the
quantity of data that should be reduced can be determined depending on the available QoS. The
hesitations in the plots come from sudden changes in network size (join/leave objects), which affect
the total number of transmitted packets.
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Finally, the transformation rate between queue types should be tested to make sure that the
proposed data prioritization system is working in an efficient manner. This performance metric
is measured by the period in which the IoMT system uses a special type of data prioritization
queue. Fig. 16 shows the queue type transformation rate results of the simulation. The x-axis
represents the queue type, and the y-axis represents the time percentage of queue type usability.
The time period for the six-queue type is notably large. This can be explained by the nature of
IoMT environment, which comprises massive amounts of data which must be prioritized into
many types. The two-queue and three-queue types come in second order after the six-queue type.
This means that the normal state of the IoMT environment requires less data prioritization.
Diversity of queue type usage means that the data prioritization system depends on the size of
data transmitted within the simulation periods.
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Figure 16: Queue type transformation rate

5 Conclusion

This paper proposes an loT-based military system called the IoMT. The IoMT system archi-
tecture consists of four layers: Communication, information, application, and decision support.
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The functions of each layer are demonstrated. A reliable coverage system is used for military
objects. Additionally, a six-queue system is proposed to prioritize IoMT data. Data reduction
techniques such as data filtering, data compression and data abstraction are used in the IoMT sys-
tem. Moreover, the proposed IoMT system is sensitive to the QoS of its infrastructure networks.
To test the performance of the proposed IoMT system, a simulation environment is constructed
using NS3. The performance metrics used in this simulation environment include packet loss,
end-to-end delay, throughput, energy consumption, data reduction percentage, and queue type
transformation rate. The simulation results of the IoMT system are compared with those of the
traditional system. Simulation results for each of the performance metrics proved that the IoMT
system outperformed the traditional military system as follows: The packet loss percentage was
decreased by 85.02%, the end-to-end delay percentage was decreased by 70.52%¢, the throughput
percentage was increased by 89.62%7, the percentage of energy consumption was deceased by
57.67%], and the average percentage of data reduction reached 42.77%) . Moreover, the simulation
results confirmed that the prioritization queue type may change with time. This gives the proposed
IoMT system full flexibility in dealing with the sudden events that may occur in war missions.
Therefore, the IoMT system is recommended to achieve the war management.
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