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Abstract: Maintaining software reliability is the key idea for conducting qual-
ity research. This can be done by having less complex applications. While
developers and other experts have made signi�cant efforts in this context, the
level of reliability is not the same as it should be. Therefore, further research
into the most detailed mechanisms for evaluating and increasing software
reliability is essential. A signi�cant aspect of growing the degree of reliable
applications is the quantitative assessment of reliability. There are multiple
statistical as well as soft computing methods available in literature for predict-
ing reliability of software. However, none of these mechanisms are useful for
all kinds of failure datasets and applications. Hence �nding the most optimal
model for reliability prediction is an important concern. This paper suggests
a novel method to substantially pick the best model of reliability prediction.
This method is the combination of analytic hierarchy method (AHP), hesitant
fuzzy (HF) sets and technique for order of preference by similarity to ideal
solution (TOPSIS). In addition, using the different iterations of the process,
procedural sensitivity was also performed to validate the �ndings. The �nd-
ings of the software reliability prediction models prioritization will help the
developers to estimate reliability prediction based on the software type.

Keywords: Software reliability; reliability prediction; prediction techniques;
hesitant-fuzzy-AHP; hesitant-fuzzy-TOPSIS

1 Introduction

Software reliability serves as a vital feature of programme continuity. Software reliability can
be described in the standard form as the likelihood of software execution over a speci�ed period
of time in a speci�ed environment without failure [1]. Software reliability is de�ned by IEEE as
the ability of a system or component to perform its required functions for a speci�ed period of
time under the stated conditions [2]. Due to technology malfunctions arising from software errors,
technology is unstable. Moreover, the highly dynamic design of software makes it dif�cult to
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calculate reliability. There are various software reliability analysis and prediction models available
in literature. But every model �ts with a speci�c dataset. There is no global model for reliability
prediction which is �exible with each dataset and application.

To achieve reliable software, many researchers like Musa et al. [3] have shown that certain
model families typically have some features which are considered better than others. Same as this,
other researchers provided models of SRGM such as Goel–Okumoto model [3], Yamada et al. [4],
Zhang et al. [5], Alijahdali [6], Bisi et al. [7], etc. These models are either based on statistical
methods or soft computing methods. Work is under way to �nd the techniques for selecting the
best model among the existing models for an individual use. Generally, the users prefer to pick
which model they should be using before they start. However, that is a challenging task. A huge
concern for the software developers in the recent decades is to produce highly reliable software by
using a precise, managed, and designed software development process. The technique of reliability
prediction plays an important role in the repair of reliability during the programme’s design
process. The prediction of reliability is a method of predicting reliability for a target subsystem
and components. There is a need to develop a solution which considers most of reliability
prediction attributes in assessment for �nding an accurate model for reliability prediction.

Precise evaluation focuses on the attributes they engage in [3–5]. These attributes play an
important role in the programme’s reliability evaluation. This evaluation is also an issue of multi-
criteria decision-making (MCDM). The use of different methods will deal with MCDM problems.
The methods used in the past by MCDM have been dif�cult. In 2019, Kumar et al. [8] proposed
the aggregate method of index randomization. Then, in the early 1980s, Saaty [9] developed the
Analytic Hierarchy Approach (AHP). Rezaei [10] proposed several criteria for the selection of the
Best Worst Method in 2015. In the mid-1960’s, Roy [11] proposed the reduction and collection
of communicating reality (ELECTRE). In the 1980s [12] the Preference Ranking Organization
Method for Enrichment of Evaluations (PROMETHEE) was developed. In 2011, Sera�m Opri-
covic founded the cycle Vise Kriterijumska Optimizacija I Kompromissno Resenje (VIKOR) [13].
Hwang et al. [14] developed a Technique for Order of Preference by Similarity to Ideal Solution
(TOPSIS) in 1993. In addition, Wikipedia also enlists over 30 solutions to MCDM [15].

Among all these methods, AHP (Analytic Hierarchy Process) proves to be a popular and
ef�cient method for choosing an attribute among several attributes [16,17]. Furthermore, AHP
evaluation fully depends on decision maker’s choice and credits given by it. Hence, Fuzzy AHP
is used as a hybrid method for clarifying the decisions of AHP. But the uncertainty that arises
when a decision-maker in AHP can’t agree on a particular value and wants to go above or below
the values can be solved by using hesitant fuzzy sets. Hesitant Fuzzy Sets assists in expressing
hesitant desires of decision-makers. After it was put forward, the hesitant Fuzzy series has been
attracting signi�cant attention from scholars at home and outside.

This paper uses a hybrid approach of Hesitant Fuzzy-AHP-TOPSIS for choosing best reliabil-
ity models. Fuzzy sets are used in mathematical terms to represent imprecision and vagueness of
the linguistic data. In this paper different reliability models are considered as different attributes.
While three datasets John Musa Bell Laboratories Dataset, MyLynn Dataset and Apache Lucene
Server dataset are considered as different alternatives [3,18]. Multi-criteria approaches have impor-
tant implications when used for Fuzzy Sets. Hesitant Fuzzy Sets (HFS) is used to deal with
situations where multiple standards can be obtained from a single attribute [19]. Decision makers
usually prefer to assign intervals for the evaluation of requirements in multiple decision-making
criteria, as the pair-wise comparisons between characteristics are not based on observable ele-
ments. The bene�t of Hesitant Fuzzy-AHP-TOPSIS over conventional fuzzy function is that by
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using pair-wise comparison matrices and constant fuzzy sets, it �ts the attribute, and measures
criteria weights. Alternatively, the TOPSIS-based Hesitant Fuzzy Sets (HFS) measures alternatives
using discrete fuzzy sets and allows the creation of possible parameters for alternatives and
different perspectives.

2 Software Reliability Prediction Models

Musa et al. [3] states that Software Reliability is concerned with the degree to which the
software meets the customer’s requirements, again in the same manner as IEEE standard de�ned
software reliability as [2], ‘The probability that software does not cause a program to malfunction for
a given time under de�ned conditions.’ These de�nitions of software reliability focus on the rate of
failure which signi�es failure as a proven factor of software reliability. Multiple software reliability
growth models have been developed on basis of failure prediction. Still there seems to be some
key missing to achieve the reliability in the software.

As per the report published by AV Comparatives for March 2020, no antivirus mechanism
ensures full reliability to the user that it will secure the system from malicious attacks [20].
A recent example of failure of reliability happened in February 2020 when more than hundred
�ights to and from London airport were disrupted due to system’s crash and technical issues [21].
Hence, the researchers are consistently working on different methods to achieve reliability. SRGMs
are used at the testing phase of development. Different software reliability prediction methods
have been used in past since late 90s. Musa [22] was the �rst to propose a model to predict
software reliability in year 1990. Since then there is list of software reliability prediction models
such as Goel–Okumoto, Yamada S Shaped, Musa model, etc., in different �elds of engineering.
In the month of July, 2019, Facebook, Instagram and Whatsapp shut down for some time and
Mark Zuckerberg released statement about some routine maintenance issue. However users were
unsatis�ed and the failure of three important social platforms shook the digital world [23].

Software reliability prediction models are used to predict the reliability of software at the time
of development. This makes the software more reliable besides providing quality to the end user.
Hence, choosing the appropriate model for reliability prediction is a signi�cant problem and due
to involvement of multiple attributes into it, it becomes a multi criteria decision making problem.
Due to the presence of multiple models, the developers often get confused about choosing the
right model to use and with which dataset. In this context, the present study proposes a novel
approach to prioritize different methods of software reliability prediction to choose the best
among them. For achieving this objective, hybrid method of Fuzzy AHP TOPSIS has been used.
We employed this methodology because fuzzy is eligible in handling vagueness of data, and the
analytic hierarchy process is capable of handling loads of data by dividing it into a hierarchy. In
addition, TOPSIS is used here to select the best alternative among all models.

In AHP, the data is taken from experts in the form of fuzzy linguistic form. However in
some contexts, the experts are confused about providing the accurate data due to restricted scale
of fuzzy. Hesitant Fuzzy provides a solution to this problem and expands the scale as per the
expert’s consideration. The concept of hesitant fuzzy sets was proposed by Torra [24] in 2010. The
method of hesitant fuzzy AHP TOPSIS is explained in the methodology section. To assess the best
method of prediction, we need to �nd the available methods of prediction of software reliability.
In the next section, the methods of software reliability prediction have been explained in detail.
To implement the method of Fuzzy AHP TOPSIS for this problem, software reliability models
are identi�ed and settled as a hierarchy because AHP works on hierarchical problem. Fig. 1 shows
the hierarchy of software reliability models. These models have been explained brie�y after that.
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Artificial Neural Network (A-NN) Model 

Multi-Layer Perceptron Neural Network (MLP -NN) Model

Mamdani Fuzzy Inference System (M-FIS) Model

Fuzzy Neural Networks (F -NN) Model

Neuro-Fuzzy Computing (NF) Model

Non-Homogeneous Poisson Process (NHPP) Model

Weibull Software Reliability (WSR) Model

Logarithmic Poisson Execution Time (LPET) Model

Bayesian Software Reliability Growth (B-SRG) Model

Soft Computing Models

Statistical Models

Software Reliability 
Prediction/Growth Models

Hidden Markov Chain (Hidden -MC) Model

Figure 1: Tree structure of reliability prediction models

To assess and prioritize different software reliability models, authors have classi�ed software
reliability prediction into two broad areas.

2.1 Soft Computing Methods
The set of multiple concepts and techniques aimed at addressing the challenges being faced

in the real-world problems are soft computing techniques. It solves problems that appear to be
imprecise, ambiguous and dif�cult to categorize [3]. As an effort to emulate natural organisms,
we might see soft computing: Light, �exible, adaptive and clever plants, animals, human beings.
In this context, soft computing is the name of a family of methods of problem solving that have
an association with biological reasoning and problem-solving. Based on the thorough literature
review, the commonly used soft computing methods are as follows:

MLP (Multi-Layer Perceptron): The classical type of neural network is Multilayer Perceptrons,
or MLPs for short [4]. They are made up of one or more neuronal layers. Data is fed into the
input layer, one or more hidden layers that provide abstraction levels, and predictions will be
made on the output layer, also called the visible layer. MLPs are ideal for predictive classi�cation
problems where a class or label is assigned to inputs. These are also suitable for regression
prediction problems where, given a set of inputs, a real evaluated quantity is predicted.

ANN (Arti�cial Neural Network): An arti�cial neural network (ANN) is a computer system
designed to replicate the way information is analyzed and processed by the human brain. It
is based on arti�cial intelligence (AI) and solves problems that, by human or mathematical
standards, would prove impossible or dif�cult [5]. ANNs have self-learning skills that allow them
to achieve better outcomes as more knowledge becomes available.

Neuro-Fuzzy Model: Apart from the fuzzy neural modeling of software reliability, neuro fuzzy
modeling �rst train the model by using any algorithm of neural network, after which, fuzzi�cation
and defuzzi�cation of factors happens [6]. In most of the cases researchers take neuro-fuzzy
modeling same as fuzzy neural modeling but both are different in sequencing of algorithms and
provides different results.

Fuzzy-Neural Model: Hybrid method of Fuzzy-Neural is regarded as the best approach among
the hybrid approaches of soft computing [7]. Due to high degree of nonlinearity between in�u-
encing factors and the reliability of the system, it is dif�cult to describe such highly non-linear
relationship through a mathematical model.
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Mamdani Fuzzy Inference System: One of the fuzzy models is known as FIS, i.e., fuzzy
inference system. The FIS model was applied on a broad variety of industrial and management
problems. This method is a time varying approach that applies fuzzy. One of the �rst fuzzy sys-
tems to apply is a set of fuzzy rules to regulate a combination of steam engine and boiler supplied
by experienced human operators was Sahu [17]. This method has been widely implemented in a
number of industrial issues.

2.2 Statistical Methods
Statistical processes for software release assessments are usually based on a loss function

that normally takes into consideration the tradeoff between incremental expense of testing and
undetected cost of error. Statistical models of software reliability consider the probability on which
the reliability of software will never fail for speci�ed period of time. There are various techniques
on which software reliability models are being developed for many years. We have chosen the most
worked upon statistical methods in our research study. These have been explained in detail below:

Non-Homogeneous Poisson Process (NHPP) Model: Non Homogeneous Poisson Process
(NHPP) systems have been extensively used in analyzing hardware reliability issues. They are
particularly useful for describing the processes of failure that possess certain trends such as
growth in reliability and deterioration. Therefore an application of NHPP models can be easily
implemented for software reliability analysis.

Weibull Software Reliability Model: Due to its �exibility, the Weibull distribution is commonly
used in the study of reliability and life data. The Weibull distribution can be used to model a
number of life behaviours, depending on the values of the parameters. Yamada et al. [25] in 1993
used Weibull modeling for reliability prediction by statistical methods.

Logarithmic Poisson Execution Time Model: This model incorporates both execution time and
calendar time components, for software reliability prediction, each of which is derived. This model
was proposed by Musa et al. [3] in 1984 at bell laboratories. Since then multiple extended models
of Musa–Okumoto model or Logarithmic Poisson execution time model have come in years.

Bayesian Software Reliability Growth Model: Littlewood et al. [26] was the �rst to propose
Bayesian modeling of software reliability in 1973. After this, he also modi�ed the Jelinski–
Moranda model using Bayesian approach.

Hidden Markov Chain Model: A hidden Markov (HMM) model is a probabilistic sequence of
associated probabilistic states, where an observation is generated by each state. One can only see
the conclusions, and the aim is to infer the secret state sequence. Durand et al. [27] used the
hidden markov model for reliability assessment in 2005.

The next section of this study describes the methodology of Hesitant Fuzzy AHP TOPSIS for
the assessment and prioritization of different software reliability models listed above by using the
hierarchy shown in Fig. 1. Furthermore, the alternatives chosen for assessment are three datasets
which are John Musa Bell Laboratories, MyLynn Dataset and Apache Lucene Dataset [3,18].

3 Hesitant-Fuzzy-AHP-TOPSIS Method

MCDM is the appropriate technique for solving many real-world challenges and making the
right choices. In MCDM operations, AHP is considered to be a well-organized method because
it offers an ef�cient solution for decision-makers. The pair-wise comparison matrix is normally
utilized, and the accuracy of the system is validated. When there are many alternatives available,
these pair-wise comparisons are seriously in�uenced by the decisions of practitioners.
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This research presents an effective method consisting of AHP to evaluate the decision require-
ments and TOPSIS to select the most suitable function to solve the problem of selecting the
appropriate software reliability prediction method. To obtain more precise results, this study also
uses the hesitant fuzzy strategy. MCDM has some complex methods, but because of its simple
calculation, TOPSIS arrives at the end. The measures are summarized as follows to measure the
weights of the selected main and sub-methods:

Step 1: First step is the construction of the hierarchical model for the various problem levels.

Step 2: Through the assistance of linguistic terms [16], pair-wise comparisons for AHP
between the problem characteristics are accomplished. For more reliable outcomes, experts are
given a much larger scale than the ordinary AHP scale.

Step 3: Third step is using fuzzy wrappers [16] for converting evaluations. Assume that L0 is
the lowest prominence and Lg is the highest prominence in the linguistic scale, and the valuations
are between Li and Lj such that L0≤ Li≤ Lj≤ Lg; symbol ordered weighted averaging (OrWA)
of constraint n as shown in Eq. (1).

OrWA (A1, A2, . . . , An)=

n∑
j=1

WjBj (1)

Here, W = (w1, w2, . . . , wn)
S is the associated balancing vector satisfying the rule

∑n
i=1 W =

1 and Bj takes an importance corresponding to the principal of A1, A2, . . . , An. After this
calculation the fuzzy constraints of the trapezoidal numbers c̃= (A, B, C, D) as in Eqs. (2)–(5).

A=min
{

Ai
L, Ai

M , Ai+1
M , . . . , Aj

M , Aj
R

}
=Ai

L (2)

D=max
{

Ai
L, Ai

M , Ai+1
M , . . . , Aj

M , Aj
R

}
=Aj

R (3)

B=



Ai
M , if i+ 1= j

OrWA

w
2

A
j
m,...,A

i+j
2

m

, if i+j is even

OrWA

w
2

A
j
m,...,A

i+j+1
2

m

, if i+j is odd


(4)

C =



Ai+1
M , if i+ 1= j

OrWA

w
2

A
j
mA

j−1
m ,...,A

(i+j)
2

m

, if i+j is even

OrWA

w
2

A
j
m,A

j−1
m ,...,A

(i+j+1)
2

m

, if i+j is odd


(5)

The step continues with identifying �rst and second type of weights using µ, (which is a
number contained by the unit interval [0, 1]) through the assistance of Eqs. (6)–(7) individually,
�rst type weights (W1 = (w1

1, w1
2, . . . , w1

n)):

w1
1 =µ2, w1

2 =µ2 (1−µ2) , . . . , w1
nµ2(1−µ2)

n−2 (6)
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Second type weights (W2 = (w2
1, w2

2, . . . , w2
n)):

w2
1 =µ

n−1
1 , w2

2 = (1−µ1)µ
n−1
1 (7)

Again with the help of the equation µ1 =
r− (j− 1)

r− 1
s, and µ2 =

r− (j− 1)
r− 1

where r is the

number of the highest rank in assessments (where r is equal to 10), and i and j are the ranks of
the lowest and highest assessments, correspondingly.

Step 4: Forth step is to complete the pair-wise comparison matrix (ã) as in Eqs. (8)–(9).

ã=


1 · · · c̃1n

...
. . .

...

c̃n1 . . . 1

 (8)

c̃ji =

(
1

ciju
,

1
cijm2

,
1

cijm1
,

1
cij1

)
(9)

Step 5: Through the assistance of Eq. (10), defuzzi�cation of a trapezoidal fuzzy number as
d= (l, m1, m2, h) is done, which delivers a crisp number

ηx =
l+ 2m1+ 2m2+ h

6
(10)

Calculate the standard Consistency Ratio (CR) using Eqs. (11) and (12) [16,19].

CI =
γmax− n

n− 1
(11)

CR=
CI
RI

(12)

In Eq. (11) consistency index represents as CI, λmax represents the largest eigenvector of the
matrix, n represents the number of criteria within the current calculation, and RI is a randomly
deliberated ready-to-use index (the random index) that varies for altered n values. The idea here
is to proceed calculations if the value of CR is lower than 0.1 otherwise go to step 2nd and start
over the calculations.

Step 6: Next step is to assess the geometric mean for every row using Eq. (13).

g̃i =
(
c̃i1⊗ c̃i2 · · · ⊗ c̃in

) 1
n (13)

Step 7: Next step is to assess the prediction weights for every highest method using Eq. (14).

w̃i = g̃1⊗
(
g̃1⊕ g̃2 · · · g̃n

)−1 (14)

Step 8: Using the Eq. (15) defuzzi�cation of fuzzy numbers is calculated.

ηx =
l+ 2m1+ 2m2+ h

6
(15)
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Step 9: Normalize weights are estimated from defuzzi�ed weights using the help of Eq. (16).

w̃i∑
i
∑

j w̃j
(16)

With HF-TOPSIS, the next move is to �nd the best option. TOPSIS assists experts in
choosing the truly outstanding alternative for real-world issues as a commonly used MADM
method [16]. TOPSIS was used by Sahu [19]. It is based on the view that the best alternative is the
most suitable norm for all prediction methods, while the negative variant is the one with the worst
form of prediction. TOPSIS solution is the farthest from the negative ideal and the closest to the
positive alternative. The HF-TOPSIS approach is adopted in this proposed reliability evaluation
report by prioritizing parameters that describe the mechanism [19]. The method is based on the
use of envelopes to calculate, for example, the distance between G1s and G2s. When the envelopes
are given, env(G1s)= [Lp, Lq] and env(G2s)= [L∗p, L∗q], the distance is de�ned as:

d (G1s, G2s)=
∣∣q∗− q

∣∣+ ∣∣p∗− p
∣∣ (17)

The method can be de�ned as:

Step 10: The initial steps for this,

Let’s assume that

• The choice under concern has Q alternatives (C = {C1, C2, . . . , CE}) and n criteria or
characteristics (C = {C1, C2, . . . , Cn})

• The practitioners or experts are speci�ed with ex and the number of decision-makers is K

• X̃ l
=

[
H l

Sij

]
Q×n

is a fuzzy decision matrix in which H l
Sij

is the estimation score for

alternative i(Ci) against criteria j(aj) speci�ed by practitioners ex.
• The scale for methodology HF-TOPSIS is detailed as:

Let Scale = {Nothing, Very bad, Bad, Medium, Good, Very good, Perfect} be an uttered or lin-
guistic term set and CH is the context-free grammar for producing its comparative linguistic terms.
Also, let’s take two experts as e1 and e2 to provide their rank for two characteristics or criteria
R1 and R2,

g1
1 = between Medium and Good (b/w M & G)

g1
2 = at most Medium (am M)

g2
1 = at least Good (al G)

g2
2 = between Very bad and Medium (b/w VB & M)

The fuzzy envelope for respective comparative linguistic expression is calculated as the
succeeding [19]:

envF (EGH (btM&G))=T (0.33, 0.50, 0.67, 0.83)

envF (EGH (amM))=T (0.00, 0.00, 0.35, 0.67)

envF (EGH (alG))=T (0.50, 0.85, 1.00, 1.00)

envF (EGH (btVB&M))=T (0.00, 0.30, 0.37, 0.67)
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Step 11: Next step is to aggregate the individual calculations of experts or practitioners(
X̃1, X̃2, . . . , X̃K

)
and build an aggregated decision matrix X = [xij] where xij denotes the

assessments core of Ci against aj and precisely shown as xij= [Lpij, Lqij] as in Eq. (18),

Lpij =min
{

minK
i=1

(
maxHx

tij

)
, maxK

i=1

(
minHx

tij

)}
Lqij =max

{
minK

i=1

(
maxHx

tij

)
, maxK

i=1

(
minHx

tij

)}
(18)

Step 12: For next step let αb signify assistance characteristic or criteria where greater values
in aj mean better preference and αc signi�es cost criteria where inferior values in aj indicate
more preference.

Let’s assume that the Hesitant Fuzzy Linguistic Term Set (HFLTS) positive ideal solu-
tion is signi�ed with C̃+ and mathematically denoted as C̃+ = (F̃+1 , F̃+2 , . . . , F̃+n ) where F̃+j =[
F+pj , F+qj

]
(j = 1, 2, 3, . . . , n) and the HFLTS negative ideal solution is signi�ed as C̃− and

arithmetically denoted as C̃− = (F̃−1 , F̃−2 , . . . , F̃−n ) where F̃−j =
[
F−pj , F−qj

]
(j= 1, 2, 3, . . . , n)

Further de�ne Ṽ+pj , Ṽ+qj , Ṽ−pj and Ṽ−qj for cost and bene�t criteria such that

F̃+pj =maxK
i=1

(
maxi

(
minHx

Sij

))
j ∈ αb

and minK
i=1

(
mini

(
minHx

Sij

))
j ∈ αc (19)

F̃+qj =maxK
i=1

(
maxi

(
minHx

Sij

))
j ∈ αb

and minK
i=1

(
mini

(
minHx

Sij

))
j ∈ αc (20)

F̃−pj =maxK
i=1

(
maxi

(
minHx

Sij

))
j ∈ αc

and minK
i=1

(
mini

(
minHx

Sij

))
j ∈ αb (21)

F̃−qj =maxK
i=1

(
maxi

(
minHx

Sij

))
j ∈ αc

and minK
i=1

(
mini

(
minHx

Sij

))
j ∈ αb (22)



1480 CMC, 2021, vol.67, no.2

Step 13: Further using the assistance of Eqs. (22)–(23), construct the positive and negative
ideal separation matrixes (V+ and V−), respectively.

V+ =


d
(

x11, F̃+1

)
+ d

(
x12, F̃+2

)
+ . . .+ d

(
x1n, F̃+n

)
d
(

x21, F̃+1

)
+ d

(
x22, F̃+2

)
+ . . .+ d

(
x21, F̃+n

)
d
(

xm1, F̃+1

)
+ d

(
xm2, F̃+1

)
+ . . .+ d

(
xmn, F̃+n

)

 (23)

V− =


d
(

x11, F̃−1

)
+ d

(
x12, F̃−2

)
+ . . .+ d

(
x1n, F̃−n

)
d
(

x21, F̃−1

)
+ d

(
x22, F̃−2

)
+ . . .+ d

(
x21, F̃−n

)
d
(

xm1, F̃−1

)
+ d

(
xm2, F̃−1

)
+ . . .+ d

(
xmn, F̃−n

)

 (24)

Step 14: Compute the relative closeness score for each alternative under consideration
through Eq. (24).

CS (ai)=
V+i

V+i +V−i
, i= 1, 2, . . . , m (25)

where

V+i =
n∑

j=1

d
(

xij, F+j
)

and V−i =
n∑

j=1

d(xij, F−j ) (26)

Step 15: Order the alternatives based on corresponding relative closeness scores.

Data analysis and results through HF-AHP-TOPSIS is implemented in the next section.

4 Data Analysis and Results

It is a daunting job for practitioners to select a perfect software reliability prediction model.
This issue can be addressed with the aid of quantitative evaluation. But, during software devel-
opment, practitioners are often puzzled due to the growing frequency of faults and device
crashes. Such uncertainty can be the cause for losing out on the cost, time and, eventually, the
users’ trust. Thus, it is a decision-making issue to choose the ideal software reliability prediction
and evaluation model. To quantitatively evaluate and solve this dilemma, there are so many
decision-making procedures [16,19]. The authors of this paper have followed a hesitant fuzzy-
based decision analysis approach, i.e., Hesitant-Fuzzy-AHP-TOPSIS (HF-AHP-TOPSIS) to test
the weights of various software reliability models.

First of all, opinions were taken from twenty-�ve academicians and industry professionals
for each collection of methods of prediction and data. For this, in a virtual meeting setting,
the practitioners were invited and told about the methods of prediction in relation to different
groups and de�ned the linguistic values through the scale. The authors accumulated pair-wise
comparison matrixes to determine the weights of various software reliability models with the aid
of the collected data. Two methods at level 1 of the hierarchy are seen, according to Fig. 1. In the
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conference, practitioners were given a joint decision. The fuzzy envelopes (consistent) are therefore
shown in Tabs. 1–3 for models at level 1 and level 2, respectively.

Table 1: Fuzzy envelopes for models at level 1

RM1 RM2

RM1 EE B/W VHI & ESHI
RM2 – EE

Table 2: Trapezoidal fuzzy pair-wise comparison matrix at level 2

RM11 RM12 RM13 RM14 RM15

RM11 EE B/W ELI & EHI B/W ESLI & ELI B/W EHI & WHI B/W EHI & ESHI
RM12 – EE B/W ELI & EHI B/W WLI & EE ELI
RM13 – – EE B/W ELI & EHI B/W EHI & WHI
RM14 – – – EE B/W EHI & WHI
RM15 – – – – EE

Table 3: Trapezoidal fuzzy pair-wise comparison matrix at level 2

RM21 RM22 RM23 RM24 RM25

RM21 EE B/W ELI & EHI B/W ESLI & ELI B/W EHI & WHI B/W EHI & ESHI
RM22 – EE B/W WLI & ELI B/W ELI & EHI B/W ELI & EHI
RM23 – – EE B/W WLI & EE B/W EHI & ESHI
RM24 – – – EE B/W WHI & ESHI
RM25 – – – – EE

The accuracy of any evaluation was checked through Step 5 and Eqs. (10)–(12) after obtaining
the score. The accuracy was found to be less than 0.1 for all classes of prediction models of the
hierarchy. The authors evaluated the results from Eqs. (1)–(12) of the level 1 and level 2 prediction
model as follows:

The “B/W VHI and ESHI” fuzzy envelope (US12) was named. (3.0, 5.0, 7.0) and (5.0, 7.0,
9.0) are the Triangular Fuzzy Numbers (TFN) associated with the linguistic values speci�ed. The
trapezoidal fuzzy numbers = (a, b, c, d) representing the linguistic meaning are calculated from
Eqs. (1)–(5). In the end, it was determined that the fuzzy trapezoidal set of this envelop is (3.0,
5.0, 7.0, 9.0). From Eqs. (13) and (14), calculating the fuzzy weights of models and the weight of
respective model can be evaluated through Eq. (14). From Eq. (15), defuzzi�ed value of respective
model is estimated. Thereafter, normalize the weights through Eq. (16). The computed outcomes
of prediction models of reliability at level 1 are presented in Tab. 4. The same approach is used
for testing fuzzy local weights, as shown in Tab. 4, for software reliability prediction models at
level 2. Local or based weights of prediction models were evaluated as shown in Tabs. 5 and 6
with the aid of local weights or free weights of prediction models at level 2 and the hierarchy of
Fig. 1. Finally, in Tab. 7, level wise weights of prediction models are presented with their effect
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on reliability. Additionally, the global based weights of prediction models through the hierarchy
are provided in Tabs. 8 and 9.

Table 4: Trapezoidal fuzzy pair-wise comparison matrix at level 1

RM1 RM2

RM1 1.0000, 1.0000, 1.0000, 1.0000 3.0000, 5.0000, 7.0000, 9.0000
RM2 0.1100, 0.1430, 0.2000, 0.3300 1.0000, 1.0000, 1.0000, 1.0000

Table 5: Trapezoidal fuzzy pair-wise comparison matrix at level 2

RM11 RM12 RM13 RM14 RM15 Local weights

RM11 1.0000,
1.0000,
1.0000,
1.0000

0.3300,
1.0000,
1.0000,
3.0000

0.1400,
0.2000,
1.0000,
1.0000

1.0000,
1.0000,
3.0000,
5.0000

1.0000,
1.0000,
5.0000,
7.0000

0.0500, 0.1600, 0.2800, 1.0100

RM12 3.0000,
1.0000,
1.0000,
0.3300

1.0000,
1.0000,
1.0000,
1.0000

0.3300,
1.0000,
1.0000,
3.0000

0.2000,
0.3300,
1.0000,
1.0000

0.1100,
0.1400,
0.3300,
1.0000

0.0350, 0.1660, 0.2260, 0.6200

RM13 1.0000,
1.0000,
5.0000,
7.0000

3.0000,
1.0000,
1.0000,
0.3300

1.0000,
1.0000,
1.0000,
1.0000

0.3300,
1.0000,
1.0000,
3.0000

1.0000,
1.0000,
3.0000,
5.0000

0.0590, 0.2100, 0.3500, 1.2600

RM14 0.2000,
0.3300,
1.0000,
1.0000

1.0000,
1.0000,
3.0000,
5.0000

3.0000,
1.0000,
1.0000,
0.3300

1.0000,
1.0000,
1.0000,
1.0000

1.0000,
1.0000,
3.0000,
5.0000

0.0540, 0.1300, 0.2800, 0.9500

RM15 0.1400,
0.2000,
1.0000,
1.0000

1.0000,
3.0000,
7.0000,
9.0000

0.2000,
0.3300,
1.0000,
1.0000

0.2000,
0.3300,
1.0000,
1.0000

1.0000,
1.0000,
1.0000,
1.0000

0.0330, 0.0860, 0.1800, 0.4980

The alternatives A1, A2 and A3 here are chosen as different datasets from three different
�elds. A1 is John Musa Bell Laboratories failure dataset, A2 is MyLynn application bug report
from Java software, A3 is Apache Lucene server failure dataset [3,18]. These three datasets are
from different �elds, hence the evaluation and assessment effect can be shown for different �elds.
In different alternatives, authors calculated the effect of reliability models after obtaining the
�nal or dependent weights of prediction methods of reliability. Using Eqs. (1)–(5) and Step
10, the contributors to this research work, as shown in Tabs. 10 and 11, obtained inputs from
the technical data of the three projects. From the Eqs. (16)–(18), the contributors derived the
normalised fuzzy decision matrix and weighted the normalised fuzzy decision matrix, as shown
in Tab. 12. From the Eqs. (19)–(26), the authors determined the relative closeness, as shown in
Tab. 13.
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Table 6: Trapezoidal fuzzy pair-wise comparison matrix at level 2

RM21 RM22 RM23 RM24 RM25 Local weights

RM21 1.0000,
1.0000,
1.0000,
1.0000

0.3300,
1.0000,
1.0000,
3.0000

0.1400,
0.2000,
1.0000,
1.0000

1.0000,
1.0000,
3.0000,
5.0000

1.0000,
1.0000,
5.0000,
7.0000

0.0480, 0.1570, 0.2710, 1.0250

RM22 3.0000,
1.0000,
1.0000,
0.3300

1.0000,
1.0000,
1.0000,
1.0000

0.2000,
0.3300,
1.0000,
1.0000

0.3300,
1.0000,
1.0000,
3.0000

0.3300,
1.0000,
1.0000,
3.0000

0.0330, 0.1290, 0.2120, 0.7810

RM23 1.0000,
1.0000,
5.0000,
7.0000

1.0000,
1.0000,
3.0000,
5.0000

1.0000,
1.0000,
1.0000,
1.0000

0.2000,
0.3300,
1.0000,
1.0000

1.0000,
1.0000,
5.0000,
7.0000

0.0640, 0.2400, 0.4260, 1.2140

RM24 0.2000,
0.3300,
1.0000,
1.0000

3.0000,
1.0000,
1.0000,
0.3300

1.0000,
1.0000,
3.0000,
5.0000

1.0000,
1.0000,
1.0000,
1.0000

1.0000,
3.0000,
5.0000,
7.0000

0.0520, 0.1590, 0.2970, 1.0250

RM25 0.1400,
0.2000,
1.0000,
1.0000

3.0000,
1.0000,
1.0000,
0.3300

0.1400,
0.2000,
1.0000,
1.0000

0.1400,
0.2000,
0.3300,
1.0000

1.0000,
1.0000,
1.0000,
1.0000

0.0220, 0.0730, 0.1130, 0.5030

Table 7: Global weights through the hierarchy

Reliability models at
level 1

Local weights at
level 1

Reliability models at
level 2

Local weights at
level 2

Global weights at
level 2

RM1 0.3317, 0.3782,
0.4472, 0.5745

RM11 0.0500, 0.1600,
0.2800, 1.0100

0.01658, 0.06050,
0.12520, 0.58020

RM12 0.0350, 0.1660,
0.2260, 0.6200

0.01160, 0.06278,
0.10100, 0.35610

RM13 0.0590, 0.2100,
0.3500, 1.2600

0.01957, 0.07940,
0.15650, 0.72380

RM14 0.0540, 0.1300,
0.2800, 0.9500

0.01791, 0.04916,
0.12520, 0.54570

RM15 0.0330, 0.0860,
0.1800, 0.4980

0.01094, 0.03252,
0.08040, 0.28610

RM2 0.0928, 0.1223,
0.1711, 0.2783

RM21 0.0480, 0.1570,
0.2710, 1.0250

0.00440, 0.01920,
0.04636, 0.28525

RM22 0.0330, 0.1290,
0.2120, 0.7810

0.00300, 0.01570,
0.03627, 0.21730

RM23 0.0640, 0.2400,
0.4260, 1.2140

0.00593, 0.02930,
0.07280, 0.33780

RM24 0.0520, 0.1590,
0.2970, 1.0250

0.00482, 0.01940,
0.05081, 0.28520

RM25 0.0220, 0.0730,
0.1130, 0.5030

0.00200, 0.00890,
0.01933, 0.13990
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Table 8: Final weights of reliability methods of prediction at level 1

Reliability
models at level 1

Global weights of level 1 Defuzzi�ed
weights

Normalized
weights

Percentage
(%)

Final
rank

RM1 0.3317, 0.3782, 0.4472, 0.5745 0.9013 0.8495 84.95 1
RM2 0.0928, 0.1223, 0.1711, 0.2783 0.1597 0.1505 15.05 2

Table 9: Final weights of reliability methods of prediction at level 2

Reliability models
at level 2

Global weights at level 2 Defuzzi�ed
weights

Normalized
weights

Percentage
(%)

Final
rank

RM11 0.01658, 0.06050, 0.12520, 0.58020 0.16136 0.155268 15.5268 2
RM12 0.01160, 0.06278, 0.10100, 0.35610 0.11588 0.111499 11.1499 4
RM13 0.01957, 0.07940, 0.15650, 0.72380 0.20253 0.194877 19.4877 1
RM14 0.01160, 0.06278, 0.10100, 0.35610 0.15206 0.146311 14.6311 3
RM15 0.01094, 0.03252, 0.08040, 0.28610 0.08715 0.083855 8.3855 6
RM21 0.01957, 0.07940, 0.15650, 0.72380 0.07013 0.067479 6.7479 8
RM22 0.00300, 0.01570, 0.03627, 0.21730 0.05404 0.051999 5.1999 9
RM23 0.01791, 0.04916, 0.12520, 0.54570 0.09132 0.087872 8.7872 5
RM24 0.00482, 0.01940, 0.05081, 0.28520 0.07174 0.069030 6.9030 7
RM25 0.00200, 0.00890, 0.01933, 0.13990 0.03306 0.031811 3.1811 10

Table 10: Subjective cognition outcomes of evaluators in linguistic terms

Reliability models/alternatives A1 A2 A3

RM11 b/w M&G al G b/w M&G
RM12 am M al G am M
RM13 al G b/w M&G al G
RM14 am M al G b/w VB&M
RM15 al G am M b/w M&G
RM21 b/w M&G b/w VB&M al G
RM22 b/w VB&M b/w VB&M am M
RM23 am M am M b/w VB&M
RM24 al G b/w VB&M b/w M&G
RM25 b/w M&G am M al G

Alternatives are comparatively closer to one another, according to Tab. 13. The reliability of
various alternatives is, therefore, in good shape, according to the case study. As per the values in
Tab. 13, the alternative A1 performs extremely poorly in software reliability, while alternative A2 scores
exceptionally well in software reliability. Therefore, the best alternative among the three alternatives
is Alternative A2.
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Table 11: Subjective cognition outcomes of evaluators in linguistic terms

Reliability models/
alternatives

A1 A2 A3

RM11 0.3300, 0.5000, 0.6700,
0.8300

0.5000, 0.8500, 1.0000,
1.0000

0.3300, 0.5000, 0.6700,
0.8300

RM12 0.0000, 0.0000, 0.3500,
0.6700

0.5000, 0.8500, 1.0000,
1.0000

0.0000, 0.0000, 0.3500,
0.6700

RM13 0.5000, 0.8500, 1.0000,
1.0000

0.3300, 0.5000, 0.6700,
0.8300

0.5000, 0.8500, 1.0000,
1.0000

RM14 0.0000, 0.0000, 0.3500,
0.6700

0.5000, 0.8500, 1.0000,
1.0000

0.0000, 0.3000, 0.3700,
0.6700

RM15 0.5000, 0.8500, 1.0000,
1.0000

0.0000, 0.0000, 0.3500,
0.6700

0.3300, 0.5000, 0.6700,
0.8300

RM21 0.0000, 0.3000, 0.3700,
0.6700

0.0000, 0.3000, 0.3700,
0.6700

0.5000, 0.8500, 1.0000,
1.0000

RM22 0.0000, 0.3000, 0.3700,
0.6700

0.0000, 0.3000, 0.3700,
0.6700

0.0000, 0.0000, 0.3500,
0.6700

RM23 0.0000, 0.0000, 0.3500,
0.6700

0.0000, 0.0000, 0.3500,
0.6700

0.0000, 0.3000, 0.3700,
0.6700

RM24 0.5000, 0.8500, 1.0000,
1.0000

0.0000, 0.3000, 0.3700,
0.6700

0.3300, 0.5000, 0.6700,
0.8300

RM25 0.3300, 0.5000, 0.6700,
0.8300

0.0000, 0.0000, 0.3500,
0.6700

0.5000, 0.8500, 1.0000,
1.0000

Table 12: The weighted normalized fuzzy-decision matrix

Reliability models/
alternatives

A1 A2 A3

RM11 0.05123800, 0.07763400,
0.10402960, 0.12887240

0.0776340, 0.1319780,
0.1552680, 0.1552680

0.05123840, 0.07763400,
0.10402956, 0.12887244

RM12 0.00000000, 0.00000000,
0.03902465, 0.07470433

0.0557495, 0.0947745,
0.1114990, 0.1114990

0.00000000, 0.00000000,
0.03902465, 0.07470433

RM13 0.09743850, 0.16564545,
0.19487700, 0.19487700

0.06430941, 0.09743850,
0.13056759, 0.16174791

0.09743850, 0.16564545,
0.19487700, 0.19487700

RM14 0.00000000, 0.00000000,
0.05120885, 0.09802837

0.0731555, 0.1243645,
0.1463110, 0.1463110

0.00000000, 0.04389330,
0.05413507, 0.09802837

RM15 0.04192750, 0.07127675,
0.08385500, 0.08385500

0.00000000, 0.00000000,
0.02934925, 0.05618285

0.02767215, 0.04192750,
0.05618285, 0.06959965

RM21 0.00000000, 0.02024370,
0.02496723, 0.04521093

0.00000000, 0.02024370,
0.02496723, 0.04521093

0.03373950, 0.05735715,
0.06747900, 0.06747900

RM22 0.00000000, 0.01559970,
0.01923963, 0.03483933

0.00000000, 0.01559970,
0.01923963, 0.03483933

0.00000000, 0.00000000,
0.01819965, 0.03483933

RM23 0.00000000, 0.00000000,
0.03075520, 0.05887424

0.00000000, 0.00000000,
0.03075520, 0.05887424

0.00000000, 0.02636160,
0.03251264, 0.05887424

RM24 0.0345150, 0.05867550,
0.0690300, 0.06903000

0.00000000, 0.02070900,
0.02554110, 0.04625010

0.02277990, 0.03451500,
0.04625010, 0.05729490

RM25 0.01049763, 0.01590550,
0.02131337, 0.02640313

0.00000000, 0.00000000,
0.01113385, 0.02131337

0.01590550, 0.02703935,
0.03181100, 0.03181100



1486 CMC, 2021, vol.67, no.2

Table 13: Closeness coef�cients to the aspired level among the different alternatives

Alternatives d+i d−i Gap degree of CC+i Satisfaction degree of CC−i

A1 0.828133 0.009021 0.989224 0.010776
A2 0.757841 0.017915 0.976906 0.023094
A3 0.828133 0.009021 0.989224 0.010776

5 Conclusion

As observed by the experts, suf�cient consistency is intertwined with acceptable reliability.
Thus this partnership has made reliability the primary priority of the practitioners who are
working on inventing mechanisms to achieve the desired target in this context. With the help of
simple-to-use solutions that are uncomplicated, organizations can achieve acceptable ef�ciency. In
this league, most of the technology �rms embrace innovations that boost ef�ciency and reliability
at the same time.

The main objective of this empirical analysis was to test the prediction models of software
development for software reliability. The evaluation section of the paper integrates all the models
of software reliability for evaluation in order to achieve the objective. In addition, the dataset
alternatives showed the effect of the analysis on various datasets. For programmers, the results
obtained will be useful in meeting the requirements of software reliability. In order to boost
performance and users’ satisfaction during software development, this study will help in the easy
and effective use of reliability management techniques. The excellent features of this research also
include the following:

• The quality experts deserve a more concerted emphasis on reliability prediction models. This
study proposes a direction for practitioners to gain insight into the trustworthiness model.
• The only way to achieve a successful outcome is numerical evaluation and assessment of

different prediction models of reliability. The �ndings of the study establish that Neuro-
fuzzy computing model is the most prioritized model for reliability prediction.
• Furthermore, this prioritization table can be a conclusive reference for achieving high

reliability. The authors have assessed ten reliability prediction models in this study that can
be used during the production of software.

In this paper, we took three alternatives from various databases of different scenarios
and gathered the opinions of practitioners about the prediction models of software reliability.
Data obtained from practitioners were compiled by Fuzzy AHP-TOPSIS. The conclusion and
limitations of this work can be summarized as:

• Hesitant fuzzy sets are used at one location to minimize the hesitation of decision-makers
and allow them to make reasonable decisions. The use of hesitant fuzzy sets in decision-
making, on the other hand, makes computation complex. This can impact the end results
as well.
• The data gathered in this study may be restricted to existing tools, which may be broadened

according to the environment.
• There might be other software reliability prediction models that may have been ignored

during this analysis.
• Fuzzy-AHP has been found to yield well-organized results instead of AHP. It thus emerges

as a highly accurate procedure for estimating the prediction models for software reliability.
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As a �rst landmark, this contribution portrays an evaluation outline to estimate the pri-
ority of reliability prediction models by using Hesitant-Fuzzy AHP-TOPSIS methodology. The
most prioritized software reliability prediction model found across the framework and presented
hierarchy is the Neuro-fuzzy computing model. Therefore, the �ndings clearly indicate that the
developers should prioritize Neuro-fuzzy computing model to achieve stable and quality software.
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