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Abstract: The COVID-19 outbreak initiated from the Chinese city of Wuhan
and eventually affected almost every nation around the globe. From China,
the disease started spreading to the rest of the world. After China, Italy
became the next epicentre of the virus and witnessed a very high death toll.
Soon nations like the USA became severely hit by SARS-CoV-2 virus. The
World Health Organisation, on 11th March 2020, declared COVID-19 a pan-
demic. To combat the epidemic, the nations from every corner of the world
has instituted various policies like physical distancing, isolation of infected
population and researching on the potential vaccine of SARS-CoV-2. To
identify the impact of various policies implemented by the affected countries
on the pandemic spread, a myriad of AI-based models have been presented to
analyse and predict the epidemiological trends of COVID-19. In this work, the
authors present a detailed study of different arti�cial intelligence frameworks
applied for predictive analysis of COVID-19 patient record. The forecasting
models acquire information from records to detect the pandemic spreading
and thus enabling an opportunity to take immediate actions to reduce the
spread of the virus. This paper addresses the research issues and corresponding
solutions associated with the prediction and detection of infectious diseases
like COVID-19. It further focuses on the study of vaccinations to cope with
the pandemic. Finally, the research challenges in terms of data availability,
reliability, the accuracy of the existing prediction models and other open issues
are discussed to outline the future course of this study.
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1 Introduction

The COVID-19 disease, caused by SARS-CoV-2, was initially reported on 31st December
2019, in Wuhan from the Hubei province in China. Since then, the disease started spreading
rapidly to all other continents. The SARS-CoV-2 disease is highly infectious and exhibited fast-
spreading capacity, endangering the life of a vast number of people across the world. As on
27 July 2020, the number of total COVID-19 infected patients are 1,64,80,485 and number of
deceased are 6,54,036 [1]. This requires rapid action in order the attenuate the infectious spread of
the disease. The incubation period of COVID-19 where an individual is exposed to the disease but
not infected can vary from 14 to 21 days [2]. Even during this period, that particular individual
is capable of spreading the disease to others. The uncertainty in the disease transmission scenario
and chances of recovery makes it dif�cult for the nations to prepare for appropriate responses
in terms of medical, social and economic facilities to be provided to the affected population. To
effectively prepare the countries for the pandemic, it is essential to estimate the disease spread
curve. Due to the unknown nature of the new virus, providing an accurate estimate, in the
beginning, is a challenging task. To accomplish this objective, scientists have focussed on the
time series models. The time series models [3] focus on the past trends followed by infectious
disease to predict the future course of an epidemic outbreak. A time-series comprises of discrete
data collected at certain interval of time. The prediction of future outcomes of a time series
can be made through the use of speci�c statistical and machine learning models. To choose the
appropriate model it is essential to identify the certain traits of the time series. The foremost
criteria are to examine whether the time series is univariate or multivariate [3]. In addition, it is
essential to determine whether the time series exhibits linearity and is stationary [4]. The prediction
models on time series data can be used to analyze present and historical records to make future
forecasts [5] of the outbreak pattern of nCoV2019. The process �ow of prediction (shown in
Fig. 1) is a chain of methods that transform one or more inputs (present and past records) into
one or more outputs (future outcome(s)).

Quantitative and mathematical analyses of time series data of COVID-19 patients are required
for estimating the number of the affected individual in this case. The spread of infectious dis-
eases among the population is a complex transmission process. Predictive models can be built
to examine the diffusion of this extremely infectious disease. Prediction of time series data of
COVID-19 pandemic outbreak may be achieved through a variety of models like machine learn-
ing, statistical, and epidemiological models. Prediction estimates the future trend of the epidemic,
however, to curb the menace of the virus infection tracing and identifying vaccination strategies
using AI framework, are equally important. RT-PCR is usually used for detection of COVID-19.
However, non-abundance of test kits and false-negative results requires a supplementary method
for detection of SARS-CoV-2 infection. Chest X-ray and CT scan are being used along with
medical conditions of an individual to detect COVID-19 infection, where deep learning methods
are deployed for image analysis and correlating with clinical symptoms. The human trial for
COVID-19 vaccine has started.

In this paper, the authors review existing work pertaining to arti�cial intelligence-based pre-
dictive analysis of COVID-19, disease prediction and diagnosis. Further, the authors assess the
prediction models used in each study and prepare a comparative analysis of the same with other
predictive models. The paper is ordered as follows. Background research on different predictive
models available for infectious diseases is presented in Section 2. Section 3 summarizes a detailed
review of the COVID-19 prediction models. Section 4 presents a detailed analysis of the review.
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The paper is concluded by describing the impending issues and prospects of this research on the
research trajectory.

Figure 1: Prediction process chart

2 Background

For successful management of an epidemic, precise estimation and prediction of a dis-
ease outbreak are important. Many researchers have deployed different time series models for
forecasting of infectious disease using machine learning algorithms, mathematical models and
disease-based models. Study of these models is signi�cant for perceiving the review work presented
in this literature.

2.1 Machine Learning-Based Infection Tracing and Predictive Modelling
Machine learning a part of Arti�cial Intelligence which can be deployed to learn important

information from a huge data set. The applications of the �eld of machine learning span a
vast range of �elds including engineering and technology, criminal forensics, medicine, statistics,
engineering technology [6]. The ML algorithms work better than simple statistical models when
the data set exhibits complex characteristics including nonlinearity, missing values, large dimen-
sion. Similarly, in case of diseases like nCoV-2019 which is a zoonotic disease, it is necessary to
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understand the pattern of the outbreak from the transmission history of the disease. Machine
Learning Algorithms are categorized broadly into supervised, unsupervised and reinforcement
learning. The supervised learning technique is most suitable for dealing with COVID-19 outbreak
in terms of infection detection, forecasting and identi�cation of potential vaccine components.
For infection detection, CT images of chests of patients are being used. For this supervised
deep learning, a part of AI-based ML methods is being deployed. Deep Learning architectures
are widely used for medical image analysis. “Deep” in deep learning denotes the use of several
heterogeneous layers in the network. Deep learning varies from primitive ML techniques in various
ways like feature extraction is an integral component of deep learning and it is an end to end
process which is implemented optimally. Even outbreak prediction can be performed by deep
learning models like multilayer perceptron, recurrent neural network and long short-term memory
(LSTM) models which draw information from the past trends and identify the possible nonlinear
relation between the input (historical data) and the output (future trend). Several other supervised
learning techniques have also been deployed for COVID-19 prediction like support vector machine,
polynomial linear regression. The LSTM models (a type of RNN) are also being used for drug
and vaccine component identi�cation for infectious diseases.

2.2 Statistical Predictive Models
Numerous statistical techniques are available for time series prediction. Statistical models have

been built for identifying the dependencies between the input variables and the outputs using a
variety of stochastic models to forecast the possible transmission pattern of this epidemic. The
statistical models need prior information about the distribution of data in the given time series.
The popular statistical time series prediction models, used for forecasting infectious diseases like
COVID-19 using one-dimensional time series dataset are Exponential Smoothing (ES) [7] and
Autoregressive Integrated Moving Average model (ARIMA) [8].

2.3 Epidemiological Models
Epidemiological models [9] are a type of mathematics (difference) based infectious disease

forecasting models. In the SEIR disease model, the population is categorized as S (susceptible), E
(exposed), I (infected) or R (recovered/dead). Individuals may move from one category to another
depending on the stage of infection. Initially in a pandemic, the entire population is susceptible
and one infected individual is present, who spreads the infection to the population. In diseases
with no incubation state, the E category is not used. Once the individual is detected with the
virus, the person is in an infectious state and may either recover or decease. According to medical
research, a person who recovered from COVID-19 infection is no longer susceptible to the disease.
To underscore the effectiveness of studies in this domain it’s pivotal we understand the dynamic
SEIR model. Fig. 2 illustrates the four tiers of a conventional SEIR model that is used for
epidemiological analysis. The three parameters of the models are “α” which determines the speed
of spreading of the virus, The reproduction rate has greatly varied in studies so far and usually
is an estimate based on previous values or a predicted value based on other models, “β” denotes
the incubation rate, this is a measure of the latent person becoming infected. Essentially, β = 1/p,
where p is the incubation period which medians between 5–6 days however can go as long as 14
days for COVID-19, “γ ” denotes the recovery rate, this is governed by the amount of time taken
by an infected individual to person recover from the virus. γ = 1/g, where g denotes the duration
of recovery post which the individual is pushed to removed phase.
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Figure 2: Traditional SEIR model for epidemiological analysis

3 Systematic Reviews of Literature and Analysis

A myriad of statistics based schemes has been traditionally employed in epidemiological
surveys and predictive assessment for epidemics and spread of viral infraction. With the growing
number of COVID-19 cases, experts and public health of�cials have been scrambling to scout for
a model that enables them to make informed decisions and implement appropriate measures to
address the pandemic. However, these schemes are deprived of pivotal data, general robustness
and exhibit a lower accuracy with respect to long term predictions. Machine Learning (ML)
based approach establishes itself as a promising avenue to address the impending crisis and
benchmarks its potential as a tool to model and make a predictive assessment in the COVID crisis
on numerous fronts. Ef�cacy of traditional statistics epidemiological surveys and models rely on
various factors which are often not favourable in a novel situation such as this where we are still
learning and discovering the behaviour of the virus and its spread.

Ardabili et al. [10] in their paper, noted that the SEIR model showed relative inaccuracy for
countries where individuals practised preventive measures such as social distancing and voluntary
quarantine such as Spain, China, Italy, Hungary and France and the accuracy was higher for the
United States where there was a delay in containment measures. The SEIR model presumes that
the “p” is a random variable and there exists a disease-free equilibrium. These models do not
work very well where networks of contact and social minimizing is non-stationary with respect to
time, something that’s prevalent with COVID-19. The two parameters contribute to determining
the reproduction rate (R0) value.

Owing to the complexities of disease models, ML-based models have been proposed for
the outbreak prediction and assessment of epidemiological surveys. The subsequent paragraphs
expand on various ML-based approaches that model the pandemic data and make suitable consid-
erations for providing relevant insights. Further Tab. 1 gives the comparative assessment for some
of the important techniques. Iwendi et al. [11], modelled patient data using a boosted rendition
of the Random Forest Algorithm (RFA) to make health predictions for COVID-19 patients. The
proposed model employed the Adaboost algorithm to ameliorate the conventional random forest
classi�er algorithm and factors in demographic, travel, health and geographic data to estimate
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the severity of the case and probable outcome based on that. The model exhibited an accuracy
of 94% with an F score of 0.86. The authors used Novel Coronavirus 2019 Dataset which is
compiled from the data by JHU and WHO. The authors noted that their boosted RFA was
accurate even on imbalanced datasets, additionally, the rate of deaths was higher in native people
of Wuhan in contrast to non-natives. Benvenuto et al. [12], in a bid to map epidemiological trends
for the novel coronavirus, employed an econometric model for estimating probable evolution.
The authors employed an ARIMA model for their work on the data set collected from John
Hopkins University’s (JHU) repository from 20th January to 10th February 2020 using 22 number
determinations. The results echoed an epidemic plateau nature and the increase in the number of
cases was a variable non-constant increase.

Nature Inspired Algorithms (NIA) and metaheuristic approaches have been used to solve
numerous optimization and research problem statements from a myriad of domains. Martínez-
Álvarez et al. [13], proposed a nature-inspired metaheuristic approach to map the spread of coro-
navirus in their algorithm titled as Coronavirus Optimization Algorithm abbreviated as CVOA.
The scheme also combines the metaheuristics with deep learning paradigm to set the optimal
hyperparameters of the LSTM. The CVOA makes use of relevant data regarding the virus such
as the known rates of infection of patients from patient zero. It carries conventional three-tier
segregation for the population-based SIR model, where an individual is either susceptible, infected
or recovered from the activity of the virus. Using a bio-inspired approach has several bene�ts as it
addresses large search spaces and �nds sub-optimal solutions in reasonable computation time. This
is particularly bene�cial since the case data in here is continuous and ever-increasing. Although
re-transmission is considered in the work but owing to lack of de�nite data a certain degree of
ambiguity is attributed because of that.

CoronaTracker, a data analytics and prediction model, was proposed by the CoronaTracker
Community Research Group composed of professionals and academicians from a plethora of
backgrounds and institutions [14]. Through predictive modelling the research group aimed to
forecast SEIR model—susceptibility, infected, exposed and recovered/removed due to the novel
coronavirus. Additionally, the work employed sentimental modelling to map patterns of spread of
public health information and socio-economic impact pertaining to the virus. The python based
microservices and scrapper developed by the authors fetches data from JHU, WHO and other
trusted news agencies.

Alzab et al. proposed a deep learning-based approach and uses VGG16 vision model architec-
ture to diagnose COVID-19 and make a predictive assessment of its spread. The authors employ
an arti�cial intelligence paradigm based on Convolution Neural Network that is implemented
on chest X-rays to identify COVID-19 patients [15]. The model leveraged hidden patterns in
chest X-ray images to perform COVID-19 diagnosis, the dataset used is a Kaggle database on
COVID-19 from Jordan and Australia respectively. The proposed model shows promising results
with high accuracy with F measure ranging between 95% and 99%. Further, to map the incidence
of COVID-19 three forecasting schemes are used, the schemes are Prophet Algorithm (PA),
ARIMA and LSTM. The models showed promising results for Jordan and Australia with accuracy
soaring at 88.43% and 94.80%. The authors observed improved performance when employing aug-
mentation. Among several early pieces of research, Al-qaness et al. [16] proposed an optimization
scheme for COVID-19 forecasting cases that are con�rmed for China and the United States. The
study was among the early computational intelligence studies done in this domain. The proposed
scheme forecasted the COVID cases for a period of 10 days based on previous data using
Adaptive Neuro-Fuzzy Inference System (ANFIS) in conjunction with a nature-inspired algorithm
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based on pollination of a �ower which is augmented using the Salp Swarm Algorithm (SSA). The
simulation results show a high correlation between and proposed method and COVID 19 with the
value of R2 soaring at 0.97.

Car et al. [17] proposed a model of the spread of COVID-19 infection employing a Multi-
Layer Perceptron(MLP)—a type of feedforward Arti�cial Neural Network (ANN). The authors
of this paper made use of a time-series data set which was manipulated into a regression model
that is employed to train the MLP ANN. The dataset from the repository is maintained by
the JHU Center for Systems Science and Engineering and Applied Physics Team. Using a grid
search algorithm, the hyperparameters are varied and the combination amounts to 5376. The
authors noted a 4 neuron in 4 HL con�guration which employed a ReLU function along with
limited memory-BFGS solver where the determination coef�cient amounted to 0.9859, 099943
and 0.97941 for each of the three groups. The model displayed high �delity for the two of
three groups with the execution being the recovered patients. Li et al. [18] proposed a study
on the propagation and prediction of COVID-19, the scope of the study was narrowed to the
Hubei province of China. The study made consideration of transmission of the epidemic as the
various stages and associated characteristics using the Gaussian Distribution Theory to build an
experimental contemporary transmission model for the coronavirus.

The COVID-19 outbreak emanating from the Hubei province also clashed with mass migra-
tion associated with the annual spring festival Chunyun in the region, followed by unprecedented
measures by Chinese authorities to curb the spread and break the transmission chain. Yang
et al. [19], in their paper, aimed to do an impact assessment of these policies on the epidemic and
show how these policies contained and controlled the same. The data pertaining to population
migration prior to 23rd January was integrated with the latest data regarding COVID epidemic
and plugged into the SEIR model to ascertain a new curve for the epidemic. Further a recurrent
neural network, LSTM, was used to make further consideration; the model was trained on the
SARS epidemic from 2003. The modi�ed SEIR model predicted that the epidemic will peak
by the end of February and gradually decay towards the end of April. Piccolomiini et al. [20]
developed a modi�ed SEIRD model to predict the transmission of COVID-19 in Italy. This
study joins the rank of several regional studies conducted with a regional perspective at initial
hotspots of the then epidemic which enabled the policymakers to make tangible steps to curb
the transmission. The authors use the data from Italian Protezione Civile for 24th February
and using their model forecast the spread of COVID in regions of Italy, speci�cally Lombardia
and Emilia–Romagna, through their differential SEIRD model. The authors have emulated the
infection rate as a function of time, susceptible to the policies of Italian authorities to curb the
spread. The results encompass the impact of successive lockdown restrictions by the government
and the output is a very good �t to data with marginal errors.

In a bid to harness computational intelligence in clinical decision-making Jiang et al. [21],
proposed an AI-based data-driven system that determines the medical severity of a COVID case.
The authors proposed a Predictive Analysis (PA) based scheme to provide rapid and critical
decision making for COVID cases [21]. The scheme uses a �lter method that makes entropic
consideration for attributes which encompasses their variance and its impact on ascertaining the
�nal label. The model considers rise in alanine aminotransferase (ALT) level, rise in haemoglobin
level l and myalgias level as clinical indicators for the model. The proposed model showed 70%–
80% accuracy in ascertaining the severe cases. Yudistira proposed a multivariable LSTM paradigm
to predict correlation of COVID cases’ growth globally. In order to deal with the non-linear and
complex nature of the COVID time-series curve an LSTM based RNN is used with sigmoid
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activation and dropout regularization [22]. The use of multivariable dataset is bene�cial as the
pandemic growth is affected by a litany of factors. A MinMaxScaler is used to normalize the
data owing to the high sensitivity of LSTM to data pre-processing and normalization. Chimmula
et al. [23] also worked with RNN based models to propose their rendition which aims to use the
time series forecasting for the transmission of COVID-19 through LSTM networks for Canadian
regions. Their deep learning-based model uses data from the JHU repository and Canadian Health
Authority (CHA). Their model predicted that the spread of infection will die out by June 2020.
Tomar et al. [24], in their paper, proposed a data-driven model using LSTM and curve �tting
for the prediction of COVID cases in India for a period of 30 days to monitor the effect of
preventive policies including lockdowns and physical distancing. Their model employs MATLAB
environment and data from of�cial data from COVID-19 in to train and validate its model.

Table 1: Comparative assessment of prediction and diagnostics based studies on COVID-19

Model Methodology Advantages Limitations

Alzab
et al. [15]

Uses VGG16 based CNN
on X-ray data for diagnosis.
Further makes use of three
forecasting models-ARIMA,
LSTM and PA.

CNN is used which enables
a high accuracy and F
score. Prediction models
showed signi�cant accuracy
for Australia and Jordan
case studies.

Dataset is limited on which
CNN is implemented.
Further, the forecasting is
done for a short period of
time.

Al-qaness
et al. [16]

Employs ANFIS in
conjunction with FPA-NIA
which is enhanced by the
SSA.

The SSA enhanced
FPA-ANFIS algorithm
augments the exploitation
ability and mitigates the
limitation of traditional
ANFIS approach.

Computational time is large
and there is a signi�cant
scope of improvement on
that front.

Car
et al. [17]

Makes use of MLP ANN
with a 5-fold K-fold
algorithm for
cross-validation.

The coef�cient of
determination displayed a
large value for each group.
The model had high
robustness for deceased
patients.

The proposed model had
moderate robustness for
con�rmed cases and low
robustness of recovered
patients.

Li et al. [18] Considers transmission
characteristics and uses
Gaussian distribution
theory.

The paper was extremely
objective and aimed at
providing answers to 11
critical considerations.

The scope of the study was
narrowed to only the Hubei
Province of China.

Yang
et al. [19]

Proposes a modi�ed SEIR
and also employs an LSTM
model. The AI-based model
is optimized using Adam
optimizer and .trained on
SARS epidemic data from
2003.

Using LSTM RNN
over�tting was prevented
even though the dataset was
small. The study conducted
an impact assessment of
control strategies which was
particularly helpful.

The dataset was relatively
small and consequently, the
results were not broad scope
and constrained by both
region and time period.

(Continued)
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Table 1: Continued

Model Methodology Advantages Limitations

Piccolomiini
et al. [20]

Models the transmission
through a differential
SEIRD model for Italian
regions

Performs better than a
traditional SEIRD model
for the dataset in
consideration. The
increased �exibility with
variable infection rate gives
experts a reference to assess
the impacts of lockdowns.

This study too is narrow
scope and the dataset is
limited hence the issue of
over�tting is present.

Jiang
et al. [21]

The proposed scheme used
a PA-AI method to
diagnose severe cases using
several clinical indicators.

The PA scheme uses a
�lter-based method as
opposed to a wrapper
method that factors in the
variance of individual
attributes, something that is
prevalent in clinical cases
of COVID.

Limited clinical indicators
were used which narrows
down the diagnosis.
Further, the data set was
from only two hospitals
and 53 patients.

CoronaTracker
Group [14]

Employed statistics and
predictive analysis based on
the prevalence and
incidence of the
coronavirus.

Provided impact assessment
of containment measures
and how information
pertaining to the epidemic
was �owing.

The early research
underscored the unknown
properties of the virus and
is a preliminary research in
the �eld.

Alvarez
et al. [13]

Proposed a nature-inspired
metaheuristic approach to
map the spread of
coronavirus. Uses Deep
learning and metaheuristics.

Use of metaheuristics
enables the scheme to
factor in large search
spaces and �nd
sub-optimal solutions.

The reduction of infections
is only carried out by solely
considering social isolation
as a primary measure.

Yudistra [22] Makes use of a
heuristically searched
LSTM architecture to
make a prediction of
COVID cases over time.

Since RNN based models
are used, the temporal
model stores the activation
of every time stamp under
internal state, thus making
it suitable for time series
data such as COVID.

The authors anticipated
that the long-term
prediction with their model
will have less accuracy.

Chimmula
et al. [23]

Uses LSTM networks to
predict the COVID
infection transmission for
Canadian regions.

Restrains from using a high
probability and neglecting
of previous data,
something that prevalent in
some previous studies in
the domain.

The model is trained on
the CHA dataset which
reduces its scope and
diversity.

Using CT scan of patients, Chen et al. [25] proposed a deep learning-based method to
diagnose COVID-19. The proposed scheme makes use of chest CT scan images and identi�es
segmented lesions through a nested U-Net architecture, abbreviated as UNet++. The proposed
model reduces the diagnosis time by nearly 0.65 times. In contrast to using the image information
that is segmented, Zheng et al. [26] make use of a deep learning scheme for the diagnosis of
COVID-19 . The authors perform lung segmentation using a U-Net based paradigm whose results
are fed as input to a 3D Convolution Neural Network (CNN) so as to ascertain COVID-19
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in a probabilistic form. A sensitivity of 90% is achieved by the proposed scheme. Li et al. [27]
designed a 3D deep learning model to detect the presence of SARS-CoV-2 in an individual from
CT scan images of the chest. Heatmaps of the images are used by the model in determining
infected individuals. An AI framework is presented by Harmon et al. [28] to categorize CT
scan image of patients as positive or negative for COVID-19 induced Pneumonia. The primary
training of the model was done on COVID positive patients in RT-PCR kit. A framework for
identifying acoustic biomarkers including articulation, phonation, and respirationin COVID-19
patients (including asymptomatic) is proposed in [29]. Laguarta et al. [30] propose a CNN based
framework to determine the voice biomarkers for COVID-19 from pre-recorded coughing sounds.
An analysis of COVID-19 patients in terms of travel history, virus spread, gender and age are
presented in [31]. Ahuja et al. [32] discuss the use of an AI framework to handle the COVID-19
pandemic in diverse ways. The authors mention the use of AI-based search algorithms which
are capable of �nding compound which can be a potential adjuvant for COVID-19 vaccine.
In addition, the importance of deploying chat systems for public interaction and identi�cation
of integrative medicine for COVId-19 using AI framework, for managing this pandemic is also
speci�ed. A dataset referred as “CoronaDB-AI” comprising of compounds, has been prepared by
Arshadi et al. [33]. This dataset can be used to train AI models for extracting drug components
that can be potentially used for treating COVID-19.

4 Discussion and Performance Assessment

4.1 Applicability of Computation Intelligence in COVID Research
The above research survey has highlighted a wide array of work in various domains of

combating COVID. With vaccine trials still underway, the fact of the matter remains that mod-
elling of this viral disease remains of critical importance in understanding the impact. Analysis
based on pure statistics and stochastic approaches fails to consider the intricacies within the data.
Computational Intelligence (CI) based schemes such as AI and ML in addition to “learning”
from the general trend also factor in the entanglement and deliver higher quality models. Fig. 3
illustrates the technology landscape in COVID-19 sector; the illustration represents the key avenues
of research and associated technologies used during the �rst half of this year in COVID research,
primarily in forecasting and clinical decision making.

4.2 Challenges Associated with Computational Intelligence-Based Techniques in COVID-19 Research
The above-surveyed articles attest to the accelerating nature of CI-based applications in

various domains of medicine. But their clinical applicability as effective techniques is limited. Even
COVID-19 research has gained signi�cant traction with the implementation of computational
intelligence based paradigms.

4.2.1 Contention between Retrospectivity and Prospectivity in Research
As seen above, most of the research conducted above utilized a great number of data of

COVID patients with relevant benchmarking via expert performance. Through them, we have seen
a great majority of these studies that use a retrospective approach though employing historical
data to train and validate the various AI and ML-based models. It has been argued that only
through a prospective approach the actual ability of these models and systems can be understood,
these studies often experienced a deteriorated performance when dealing with real-world data
which is dissimilar to the one used in algorithm training. With COVID-19 pandemic, the regional
and global nature has been extremely transient, and the data from a few months ago is extremely
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dissimilar from a trend perspective to the current data. This can likely be attributed to the fact
we are still learning about this novel infection and different steps and therapeutics are being taken
on an ad-hoc basis that is impacting the same.

Figure 3: Technology landscape and primary avenues for COVID-19 research

4.2.2 Absence of Peer-Review Studies and Randomised Controlled Trials
A great majority of AI and CI-based studies, including the ones on COVID surveyed above

are primarily published on preprint avenues as opposed to being submitted in peer-reviewed
journals. A peer review study holds more importance and trust which consequently leads to
a smoother adoption within the medical diaspora. Further, even fewer studies considered Ran-
domised Controlled Trials (RCT), considered as a “gold standard” in the �eld of medicine, of
CI-based models to date. This is even more obscure for CI models on COVID-19.

4.2.3 Bridging the Gap between Parameters and Medical Application
Clinical applicability has plagued the community and been an impending endeavour for

the computational intelligence researchers from an applicability perspective. This “chasm” of AI
becomes evident when we weigh in ef�cacy from a clinical point and compare it with accuracy.
The area under operating characteristics of a receiver is not best re�ective of clinical applicability
despite the prevalence of machine learning-based research and also perplexes clinical experts.

4.2.4 Impediments to Comparing Dissimilar Algorithms
Research studies often encounter several impediments in objectively comparing algorithms and

schemes, especially for COVID-19 as these models employ different methods, dissimilar population
sets and varying distribution of a sample. In order for the comparison to be fair these studies
needed to be subjected to similar data and similar metrics for performance, in absence of this the
medical experts were not be able to identify the best-suited model or scheme for their patients.
Hence, independent testing is required to detail a comparative assessment that is in congruence
to clinical standards.
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4.2.5 Factoring Shift in the Dataset and Quality Control
Algorithms based on electronic health records often neglect the fact the input data is produced

from an environment that is non-stationary in nature where there is a signi�cant shift in the
population of the patients. This, in particular, is prevalent with COVID-19 where the practice on
operation and clinical is dynamically evolving with time. In addition, a precursor to deployment
is a robust regulatory framework that is necessary for the safety and effectiveness of CI-based
systems. This is particularly challenging amidst the “novel” coronavirus pandemic. While learning
of CI-based models is perpetual but system updates that are periodic are preferred for any
clinical application, hence this dynamism needs to be factored in regulatory approvals in light of
continual calibrations.

4.2.6 Impediments to Generalizations to Novel Settings and Populations and Algorithm Bias
Generalizability is often one front the AI-based models are unable to achieve which is a

precursor to clinical applicability. There exist several blind spots in a model that if not identi�ed
through rigorous testing impedes in translation into actual use and contributes to incorrect deci-
sions. Based on the above-conducted survey, these differences can be attributed to dissimilarity
in e-health records, sensing equipment and associated technical and administrative incongruity.
Algorithm bias present in the models can have three components; model bias, model variance and
outcome notes.

4.2.7 Logistical Impediments and Susceptibility to Security Issues
Susceptibility of adversarial attacks is somewhat theoretical within the scope of this paper

but it’s more amenable to real-world scenarios. CI-based systems have a myriad of underlying
security issues that require con�ict resolution before they can be safely deployed. This entails
system related, privacy-related and authentication-related issues. This underscores the importance
of uniform format of data collection and a system-wide coherence with regards to COVID-19
patient records.

4.2.8 Simulation and Performance Analysis
There has been a myriad of metrics, clinical and non-clinical, used in the above described

techniques to enable forecasting of COVID cases. The metrics can be clustered as per Tab. 2.
These metrics are some of the commonly available parameters from the prevalent databases
around the world.

Table 2: Primary of the metrics employed in research scheme

Category Metrics

COVID case statistics Daily death count, number of patients, number of cases,
number of deceased, number of recovered cases, report time,
serial interval, epidemic doubling period

Geographic and environmental
parameters

Longitude & latitude, temperature, humidity, wind speed

Socio-Economic parameters COVID-19 awareness, economic indices
Epidemiological metrics Incubation period, rate of infection, rate of reproduction,
Patient related Age, gender, underlying condition
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Tab. 3 lists out a few databases that are used in prediction and diagnosis techniques, as
authors the purpose to list out them is such that we provide an appropriate starting point for
our work.

Table 3: Uses of various datasets for COVID research

Dataset Remarks

WHO weather database [34] Environmental factors such as wind speed, humidity and
temperature used to map spread of virus

John Hopkins database [35] Epidemiological curve and global data of cases
European centre for disease
prevention and control
(ECDC) database [1]

Epidemiological curve and regional data of cases for EU nations.

Center for disease control
(CDC) database: Cases, data,
and surveillance [36]

Cases, deaths, hospital capacity, testing and seroprevalence in
United States

Italian national database [37] Regional perspective on virus spread information in Italy
Github database [38] Impact of social distancing in the US
UK based EHRs for
COVID-19 patients [39]

Effect of a previous health condition on COVID patients

International ATA
data—Chinese CDC [40]

Impact and mobility assessment owing to the COVID-19

Figure 4: Comparative assessment for case prediction for COVID-19 graphs

To under the scope of various model and techniques, a comparative assessment of various
predictive techniques is performed. A times series database of worldwide COVID-19 cases starting
from 22nd January, 2020 to 27 July, 2020 has been acquired from the ECDC database [39] in
“.csv” format. We evaluate the performance of LSTM, linear regression; support vector regression
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(SVR), ARIMA and SEIR for prediction of COVID, the comparative assessment of the simulated
models has been illustrated in Fig. 4 on Python 3.7 platform. The LSTM model is built with 2
LSTM layers and “RELU” activation with Adam optimizer is used with the dropout value of 0.2.
For statistical analysis of the time series data ARIMA (0, 2, 4) is used. The degree of the SVR is
set at 4 and a polynomial kernel is used. For linear regression, the basic model with a polynomial
degree of 3 is used. For the SEIR model, the initial value of ‘N’ is set at 7 billion (approximate
world population count) and the susceptible population is (N–I) and ‘I’ is 555 (as on 22.1.2020).
The initial value of the basic reproduction rate of the virus is set to 3.6.

The models are trained and tested with the above-mentioned dataset using holdout and cross-
validation techniques. The RMSE (Root Mean Square Error), MAPE (Mean Absolute Percentage
Error) and RMSLE (Root Mean Square Logarithmic Error) values obtained are shown in Tab. 4.

RMSE exhibits distributed property and serves as a better indicator of �t. The MAPE
provides the extent of the difference between predicted and actual outcome. The RMSLE counts
the fraction between the actual and predicted outcome. The true performance can be evaluated
by using RMSE. Tab. 4 clearly shows that deep learning models like LSTM outperform the
other models. Moreover, it is seen that ML-based models show better learning ability and have
a superior prediction capacity as compared to the statistical and epidemiological model. The
simple SEIR model can only capture the rising and �attening trend of the pandemic. LSTM and
RNNs have better handling capacity for non-linear datasets in comparison to ARIMA models
and given number of COVID-19 cases follow a non-linear form thus explain the lower RMSE
value signifying better performance.

Table 4: Performance evaluation of models

Model Description Validation
technique

Performance metrics

RMSE MAPE (%) RMSLE

LSTM LSTM network has the
capability to learn about the
dependencies of the outcomes
with older values. “RELU”
activation function is used in
this study.

Holdout 954.28 2.81 0.029

Linear
regression

The polynomial regression
model implemented in this
work is modelled as 3rd degree
polynomial in input term.

Cross-validation 5345.44 13.53 1.43

SVR In this study, SVR model of
degree 4 is used with a
polynomial kernel to forecast.

Cross-validation 3843.24 8.86 1.679

(Continued)
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Table 4: Continued

Model Description Validation
technique

Performance metrics

RMSE MAPE (%) RMSLE

ARIMA ARIMA forecasts on the basis
of the dependencies on the
past values and also
accommodates the effect of
past forecast errors.

Cross-validation 9987.44 24.04 1.71

SEIR SEIR model relies on
differential equations (based
on the relationship of
susceptible, exposed infected
and recovered) for forecasting.
The initial ro = 3.6 for the
experimentation.

Holdout 12833.48 29.66 1.79

5 Conclusion

This technical composition provides a comprehensive review of the research trajectory in
light of COVID-19 pandemic with special focus on computational intelligence-based paradigms
in forecasting and diagnosis. This paper serves as a reference point for prospective researchers
to orient future research work in this domain. AI and ML have proven to be a promising
research avenue with wide-ranging applicability in various �elds of medicine and beyond. From
dealing with large search space, ascertaining optimal solution and providing data-driven intelligent
techniques, CI has proven and continues to assert itself as a prospective area in medicine that
provides state of art solutions to the improving the diagnostics and medical domain. The work
surveyed above in light of the coronavirus pandemic attests to the same. The authors here chart
out various computational intelligence-based methodologies used for forecasting and diagnosis of
COVID-19, in particular, the learning and data-driven techniques with a critical focus on machine
learning and AI.

Based on the analysis, this paper also identi�es key impediments from a practical standpoint
that impedes the translation of this research into application. This con�uence of computational
intelligence and medicine requires a deliberative and holistic approach so the insights from the
models can be employed to combat this and future pandemics. Under performance review, this
paper assesses the accuracy of various models, namely LSTM, Linear Prediction, SVR, ARIMA
and SEIR in a comparative assessment across RMSE. The RSME value of LSTM based model
showed the lowest RMSE value at 954.28 thus making it stand out in the comparative assessment
whereas traditional SIER model showed the least accuracy where the RMSE stood at 12833.48
thereby attesting to the need to use ML-AI driven approaches for the forecasting of cases for
COVID-19. Further LSTM is the only technique used in detection, prediction and therapeutic
research of COVID-19.
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