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Abstract: CPU scheduling is the basic task within any time-shared operating
system. One of the main goals of the researchers interested in CPU schedul-
ing is minimizing time cost. Comparing between CPU scheduling algorithms
is subject to some scheduling criteria (e.g., turnaround time, waiting time
and number of context switches (NCS)). Scheduling policy is divided into
preemptive and non-preemptive. Round Robin (RR) algorithm is the most
common preemptive scheduling algorithm used in the time-shared operating
systems. In this paper, the authors proposed a modified version of the RR
algorithm, called dynamic time slice (DTS), to combine the advantageous
of the low scheduling overhead of the RR and favor short process for the
sake of minimizing time cost. Each process has a weight proportional to
the weights of all processes. The process’s weight determines its time slice
within the current period. The authors benefit from the clustering technique
in grouping the processes that are similar in their attributes (e.g., CPU service
time, weight, allowed time slice (ATS), proportional burst time (PBT) and
NCS). Each process in a cluster is assigned the average of the processes’
time slices in this cluster. A comparative study of six popular scheduling
algorithms and the proposed approach on nine groups of processes vary in
their attributes was performed and the evaluation was measured in terms of
waiting and turnaround times, and NCS. The experiments showed that the
proposed algorithm gives better results.

Keywords: Clustering; CPU scheduling; round robin; turnaround time;
waiting time
1 Introduction

This section is divided into two subsections: (i) CPU scheduling, and (ii) Clustering technique.

1.1 CPU Scheduling

Allocating and de-allocating the CPU to a specific process is known as process scheduling
(also known as CPU scheduling) [1-3]; the piece of the operating system that performs these
functions is called the scheduler. From the processes that are waiting in the memory to receive
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service from the CPU, the scheduler chooses the next process to be assigned to the CPU. The
scheduling scheme may be non-preemptive or preemptive, and many CPU scheduling algorithms
have been suggested. First Come First Served (FCFS) algorithm executes processes upon their
order of arrives. Shortest Job First (SJF) algorithm selects the process with the shortest burst time.
Under Shortest Remaining Time First (SRTF) algorithm, the execution of the running process is
paused when a process with shorter burst time arrives. Under priority scheduling, the execution
of the running process is paused when a process with higher priority arrives [4].

The most common of the preemptive scheduling algorithms is the RR scheduling [5], known
hereafter as Standard RR (SRR), used in timesharing and real-time operating systems [0]. In
RR scheduling, the operating system is driven by a regular interrupt by the system timer after a
short fixed interval called standard time slice (STS) [7-10]. After that interruption, the scheduler
switches the context to the next process selected from the circular queue [11,12]. Thus, all processes
are given a chance to receive CPU service time for a short fixed period. The fixed time slice
influences the efficiency of RR algorithm; short time slice leads to high overheads, and long time
slice may leads to starvation between processes. In addition, scheduling criteria (i.e., waiting time,
turnaround time, and NCS) affect performance of the scheduling algorithm [13-15].

1.2 Clustering Technique

Clustering means dividing the data into groups that are useful and meaningful [16]; greater
homogeneity (or similarity) within a cluster and greater difference between clusters bring about
better clustering. Clustering is a type of classification in that it generates labels of the clusters [17,
18]. Classification of data can be completed using clustering without prior knowledge. A clustering
algorithm is the process of dividing abstract or physical object into a collection of similar objects.
Cluster is a collection of data points; points in the same cluster are like each other and different
from points in other clusters. The type of the data determines the algorithm used in the clustering,
for example, statistical algorithms are used for clustering numeric data, categorical data is clustered
using conceptual algorithms, fuzzy clustering algorithms allow data point to be classified into all
clusters with a degree of membership ranging from 0 to 1, this degree indicates the likeness of
the data point to the mean of the cluster. Clustering algorithms are categorized into traditional
and modern [19]. K-means is the most commonly and simplest clustering algorithm. Its simplicity
comes from the use of the squared error as stopping criterion. In addition, the time complexity
of the K-means algorithm is low O(nkt), where n: the number of objects, k: The number of
clusters, and #: The number of iterations. K-means algorithm divides the dataset into K clusters
(C1, Cy,...,Ck), represented by their centers or means to minimize some objective function that
depends on the vicinity of the subjects to the cluster centroids. The function to be minimized in
K-means is described in Eq. (1) [20].

K
min . dist (x,m 1
{Mk}’lkaKZ > sdist (x,my) (1)
k=1xeC;
where K is the number of the clusters set by the user, 7, is the weight of x, ny = erCk 7;*; is

the centroid of cluster Cy, and the function ‘dist’ computes the distance between the object x and
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the centroid my, 1 <k < K. The K-means clustering method requires all data to be numerical.

The pseudo-code of K-means algorithm is as follows:

Algorithm: K-Means

Input —Dataset
—number of clusters
Output —K clusters

Step-1. —Initialize K centers of the cluster
Step-2: —Repeat
—Calculate the mean of all the objects belonging to that cluster

where uj; is the mean of cluster £ and Nj is the number of points

belonging to that cluster
—Assign objects to the closest cluster centroid
—Update cluster centroids based on the assignment
—Until centroids do not change

Determining the optimal number of clusters in a dataset is an issue in clustering. The most
commonly clustering evaluation technique used is the Silhouette method which measures clustering
quality by determining how well each data point lies within its cluster. The Silhouette method can

be summarized as follows:

1. Apply the clustering algorithm for different values of k. For instance, by varying k from

1 to n clusters.
2. For each k, the total Within-cluster Sum of Square (WSS) is calculated.
3. Plot the curve of WSS according to the value of k.

4. The location of a knee in the curve indicates the appropriate number of clusters.
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Eq. (2) defines the Silhouette coefficient (S;) of the ith data point.

bia;
= idi (2)
max (b;, a;)
where b; is the average distance between the ith data point and all data points in different clusters;
aj, is the average distance between the ith data point and all other data points in the same
cluster [16,21].

Motivation: The time slice used in RR scheduling algorithm influences the performance of
the timesharing systems. The time slice used should be chosen to avoid starvation (resulted from
choosing long time slice) and overheads of more context switches (resulted from choosing short
time slice).

Organization: The rest of this paper is divided as follows: Section 2 discusses the related
work. The proposed algorithm is presented in Section 3. Section 4 discusses the experimental
implementation. Section 5 concludes this research work (see Fig. 1).

2 Related Works

For better CPU performance in most of the operating systems, the RR scheduling algorithm
is widely implemented. Many versions of the RR algorithm have been proposed to minimize
turnaround and average waiting times. This section discusses the most common variants of the
RR. Tab. 1 shows a comparison between the known variants of SRR. Variable Time Round-
Robin scheduling (VTRR) is a dynamic version of the SRR algorithm proposed by Aaron et
al. [22]. VTRR assigned a time slice to a process taking into consideration the time needed to
all processes. A weighting version of SRR is proposed by Tarek et al. [23]. The authors groups
the processes into five categories based on the burst times. The weight of a process is inversely
proportional to its burst time; process with low weight receives less time and vice versa. If the
burst time of a process less than or equal to 10 tu, it receives 100% of the time defined by SRR.
If the burst time of a process less than or equal to 25 tu, it receives 80% of the time defined
by SRR, and so on. Changeable Time Quantum (CTQ) is a dynamic version of SRR proposed
by Samih et al. [14]. In every round, CTQ finds the time quantum that gives the smallest average
waiting time, and the processes executes for this time. Modifying the time slice at the beginning
of each round is another dynamic version of SRR proposed by Lipika [24], in which the time
slice is calculated with respect to the residual burst times (RBT) in the successive rounds. Lipika
benefited from SJF in which the processes are ordered increasingly based on their burst times (i.c.,
the process with the highest burst time will be at the tail of the ready queue and the process
with the lowest burst time will be at the head of the queue) [25-27]. Adaptive80 RR is a dynamic
variant of SRR proposed by Christoph and Jeonghw [6]. The time quantum equals process’s burst
time at 80th percentile. The authors imitated Lipika’s [24] in sorting the processes in increasing
order, and the time slice in each is calculated depending on the burst times of the processes in the
queue. A hybrid scheduling technique based on SJF and SRR named SJF and RR with dynamic
quantum (SRDQ) is proposed by Samir et al. [28]. SRDQ divided the queue into QI and Q2
based on the median; Q2 for long the processes (longer than the median) and Q1 for the short
processes (shorter than the median). Like Lipika’s [24] and Adaptive80 RR [6] algorithms, SRDQ
sorts the processes in the queue in ascending order in each subqueue. Proportional Weighted
Round Robin (PWRR) is a modified version of SRR proposed by Samih [15]. PWRR assigns
the time slice to a process proportional to its weigh which is calculated by dividing its burst time
by the summation of all processes’ burst times in the queue. Adjustable Round Robin (ARR)
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is another dynamic version of the SRR proposed by Samih et al. [13]. Under a predefined
condition, ARR gives short process a chance of execution until termination without interruption.
Amended Dynamic Round Robin (ADRR) is a dynamic version of SRR proposed by Uferah
et al. [12]. In every cycle, the time slice is adjusted based on the burst time of the process. Like
Lipika’s [24], SRDQ [28] and Adaptive80 RR [6] algorithms, the processes are sorted in ascending
order. Dynamic Round Robin (DRR) CPU scheduling algorithm is a dynamic version of the SRR
algorithm based on clustering technique proposed by Samih et al. [29]. DRR starts by grouping
similar processes in a cluster; the number of clusters is obtained from Silhouette method. Each
cluster has a weight and is assigned a time slice, and all processes in a cluster are assigned the
same time slice. They benefit from the clustering technique in grouping processes that resemble
each other in their features.

Table 1: Comparison of common versions of SRR (WT denotes waiting time, and TT denotes
turnaround time)

Researchers Year Technique Technique Based on Performance metrics
name type
WT TT NCS
Aaron et al. 2001 VTRR Dynamic SRR v v v
Tarek et al. 2007 BRR Dynamic SRR v v v
Samih et al. 2010 CTQ Dynamic SRR v v v
Lipika Datta 2015 - Dynamic SRR and v v v
SJF
Christoph et al. 2015 Adaptive80 Dynamic SRR and v v v
RR SJF
Samir et al. 2017 SRDQ Dynamic SRR and v v v
SJF
Samih 2018 PWRR Dynamic SRR v v v
Samih et al. 2019 ARR Dynamic based on SRR v v v
threshold
Uferah et al. 2020 ADRR Dynamic SRR and v v v
SJF
Samih et al. 2020 DRR Dynamic based on SRR and v v v
clustering K-means

3 The Proposed Algorithm

The processes’ weights (PW), ATS, PBT, and NCS depend on the process’s burst times (BT),
and are calculated in the next subsections. The proposed work starts by grouping similar processes
in clusters. The similarity between processes depends on BT, ATS, NCS, PW and PBT. K-means
is the most commonly algorithm used in clustering. The proposed work consists of three phases:
Data preparation, data clustering, and dynamic implementation.
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3.1 Data Preparation

In the data preparation phase, PW and NCS are calculated. The weight of the ith process
(PW;) is calculated from Eq. (3):

BT;
N

where N is the number of the processes, and BT; is the burst time of the ith process. NCS is
calculated from Eq. (4):

PW; = 3)

BT; ,
LST;J if BT;#hx STS
NCS; = . h=1,2,3,... @
ST;—I if BTj=hxSTS
h=1,2,3,...

STS is determined by SRR, and | X] indicates the largest integer smaller than or equal to X.
If the burst time of a process is greater than the ST, the time slice of this process equals ST'S.
The ATS assigned to a process in a round is calculated from Eq. (5).

STS if BT;> STS

ATS; = ’ (5)
BT; lf BT; < STS

PBT of a process in a round is calculated from Eq. (6).

BT;
PBTi= —fr——— (6)
Zzzl ATS;
The proportional time slice (P7TS) of a process in a round is calculated from Eq. (7).
PTS;=(1—PBT;) x STS (7)

3.2 Data Clustering

In the data clustering phase, Silhouette method is used to find the optimum number, %, of
clusters, then K-means algorithm clusters the data into k number. BT, PW, ATS, PBT and NCS
are the clustering metrics used in the proposed work. Each data point is assigned to the nearest
centroid, each group of points assigned to the same centroid results cluster. The assignment and
updating steps are repeated until all centroids do not change. The Euclidean (1.2) distance is used
to quantify the notion of ‘closest’.

3.3 Dynamic Implementation

In the dynamic implementation, the process with long burst time results small PTS, which
causes many NCS. To avoid overhead resulted from more NCS, a threshold which is an imple-
mentation choice is determined. The weight of the Ith cluster, CW/}, is calculated from Eq. (8):

C
W= — 28 )

k
Zm:l Cavgm
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where Cavg; is the average of burst times in the /th cluster. Eq. (9) calculates the time slice
assigned to the /th cluster (CTS)).

CW,
CTS =1 - ——— | x STS 9)
Each process Pr;r=1,2,3,...,¢ executes for CTS;. Awarding more time to the process that

is close to its completion enables it to complete its execution and leave the queue, which in turn
decreases the number of processes in the queue.

Unlike Previous works (e.g., Samih et al. [29]) which give short process in the current round
an opportunity to run until termination under predefined condition, the proposed algorithm takes
into account not only the current round, but also successive rounds. Depending on the process’s
BT, the proposed algorithm gives it more time in the current and successive rounds according
to Eq. (10):

BT,
CTS; + threshold  if (threshold X <ST:§ + 1) > mod (BT, CTS))

DTS, = where mod (BT,, CTS) > 0 (10)

CTS; if mod (BT,,CTS)=0

where DTS, ; is the dynamic time slice assigned to process P, in cluster /. In successive rounds,
RBT will be updated according to Eq. (11). The proposed algorithm is described in Fig. 2.

RBT; = BT; — CTS; (11)

3.4 Hlustrative Example
The following example illustrates the proposed technique. Tab. 2 contains the first dataset used

in the experiments. The optimal number of clusters is indicated from the location of a knee in
the curve in Fig. 3.

Cluster 1 contains the 7th and 8th processes. Cluster 0 contains the others (Tab. 3).

From Eq. (8), CWj equals 0.981702176 tu, and CW| equals 1.754574456 tu. From Eq. (9),
CTSy equals 6.41227 tu, and CTS; equals 3.58773 tu. The 7th and 8th processes will be assigned
3.58773 tu, the others will be assigned 6.41227 tu.

4 Experimental Implementation

The specifications of the computer used in the experiments are: Intel core 15-2400 (3.10 GHz)
processor, 1 TB HDD, 16 GB memory, Python 3.7.6, and Gnu/Linux Fedora 28 OS.

4.1 Benchmark Datasets

The performance of the compared algorithms was tested using nine synthetic datasets [29].
The burst times in each dataset are randomly generated. The number of process, BTs, NCSs, PBT,
and ATSs in each dataset differ from the other. Detailed information on datasets is presented
in Tab. 4.
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Figure 2: Algorithm flowchart
Table 2: Dataset_1
BT ATS PBT PW NCS
0 109 10 —1.72043 0.077746 10
1 150 10 —6.12903 0.10699 14
2 3 3 9.677419 0.00214 0
3 50 10 4.623656 0.035663 4
4 49 10 4.731183 0.03495 4
5 49 10 4.731183 0.03495 4
6 409 10 —33.9785 0.291726 40
7 490 10 —42.6882 0.349501 48
8 47 10 4.946237 0.033524 4
9 46 10 5.053763 0.03281 4

4.2 Performance Evaluation

Six common algorithms; VIRR, SRR, ADRR PWRR, BRR and DRR were compared
with the proposed algorithm on different nine collections of number of processes with different
attributes. The experiments were performed in two cases; when the processes arrive at the same
time, and when the processes arrive in different times.
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Figure 3: Optimal number of clusters (k=2)

Table 3: Clustered Dataset_1

BT ATS PBT PW NCS y
0 109 10 —1.72043 0.077746 10 0
1 150 10 —6.12903 0.10699 14 0
2 3 3 9.677419 0.00214 0 0
3 50 10 4.623656 0.035663 4 0
4 49 10 4.731183 0.03495 4 0
5 49 10 4.731183 0.03495 4 0
6 409 10 —33.9785 0.291726 40 1
7 490 10 —42.6882 0.349501 48 1
8 47 10 4.946237 0.033524 4 0
9 46 10 5.053763 0.03281 4 0

Table 4: Datasets specifications. The first column presents the dataset ID, the second column
presents the number of processes, and the third column presents the number of attributes (i.e.,
ATS, BT, PBT, PW, and NCS)

Dataset ID #Processes #Attributes

10
15
20
25
30
35
40
45
50

W

O 0 1O\ DN B~ W —
WD D D D D D D D

—In the first case, the time consumed in the clustering is trivial and can be ignored. Fig. 4
shows the average waiting times and turnaround times comparison. Fig. 5 shows the
NCS comparison. Fig. 6 shows the improvement percentage of the proposed algorithm
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over the compared algorithms. Tab. Al shows a comparison of the time cost between
the compared algorithms in terms of average waiting and turnaround times and NCS.
Tab. A2 shows the improvement percentages of the proposed algorithm over the six
scheduling algorithms.

—In the second case, new processes arrive to the queue; therefore, the clustering is repeated
in every round. Fig. 7 shows the average waiting times and turnaround times compari-
son. Fig. 8 shows the NCS comparison. Fig. 9 shows the improvement percentage of the
proposed algorithm over the six scheduling algorithms. Tab. Bl shows the running times
comparison between the compared algorithms. Tab. B2 shows the average waiting time
and turnaround time comparison between the compared algorithms. Tab. B3 shows the
improvement percentages of the proposed algorithm over the six scheduling algorithms in
terms of average waiting and turnaround times, and NCS.

B Average waiting time M Average turnaround time

1200 -
1000
800 |

600 -

Time

400 -

200

DTS DRR  PWRR VTRR  BRR SRR ADRR
Algorithms

Figure 4: Comparing algorithms’ time cost (case 1)

450 -
M Average NCS
400 -
350 -
300 -

250 -

NCS

200 -

150 -

100 -

50 -

DTS DRR PWRR VITRR BRR SRR  ADRR
Algorithms

Figure 5: Comparing algorithms’ NCS (case 1)



CMC, 2021, vol.66, no.3 3263

®PWRR ®WVTRR ®WBRR ®WSRR ™WADRR ®DRR
50

45
40
35 -

30
25
20
15
10

5

0 ’ v y v v " v

1 2 3 4 5 6 7 8 9

DatasetID

Improvement percentage

Figure 6: Improvement percentage of the proposed algorithm over the compared algorithms
(case 1)
B Average waiting time M Average turnaround time
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Figure 7: Comparing algorithms’ time cost (case 2)

450 m Average NCS
400
350
300
250
g 200
150
100
50
0 0 ' 1 . . .
DTS DRR PWRR VTRR BRR SRR ADRR
Algorithms
5 Conclusion Figure 8: Comparing algorithms’ NCS (case 2)

This paper introduced a dynamic version of SRR. The proposed algorithm reduces the
scheduling time cost (i.e., waiting time and turnaround time). Unlike SRR which uses a fixed
slice of time, the proposed algorithm assigns a time slice to a group of similar processes and
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Figure 9: Improvement percentage of the proposed algorithm over the compared algorithms
(case 2)

each process in this group runs for this time. The similarity between the processes in a group is
determined using the clustering technique depending on the attributes of these processes. The most
important attribute is the burst time that determines other attributes (i.e., number of allocations to
CPU, weights, and the allowed time slice in a round). Clustering technique uses these attributes to
cluster the processes. Every process in a cluster is assigned a time slice equal to the average of all
allowed time slices in the group. In a round, some processes may complete their execution times
and leave the queue; therefore, in the successive rounds, the number and burst times of survived
processes will be updated. If all processes arrived at the same time, the clustering is applied once.
On the other hand, if the processes arrive sequentially, clustering is applied in each round. The
proposed algorithm endows the process that is close to complete with more time in the current
round. In addition, the proposed algorithm gives a process more time in the current and successive
rounds according to the condition in Eq. (10). The comparison was done between the proposed
algorithm and six common algorithms from the point of view of waiting time, turnaround time,
and NCS. The results showed that the proposed algorithm outperformed the compared algorithms.
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Table A2: Improvement percentages of the proposed algorithm over six scheduling
algorithms (case 1)

DRR PWRR VTRR BRR SRR ADRR

WT TT NCS WT TT NCS WT TT NCS WT TT NCS WT TT NCS WT TT NCS
1 L.16 0.86 1.61 12.65 9.65 1348 1895 1471 1.6l 15.78 12.14 60.13 1895 1471 1.61 18.95 1471 1.6l
2 074 0.62 —0.71 941 7.98 8.44 16.07 13.79 2.08 11.88 10.12  58.65 16.07 13.79 2.08 1240 10.58 —1.44
3045 0.39 0.00 7.82 6.98 7.69 13.69 1231 2.50 10.05  9.00 57.95 13.69 12.31 250 9091 8.87 —1.30
4 0.55 0.50 1.17 7.74 7.12 7.14 1248 11.52 343 10.19  9.38 57.86 1248 11.52 3.43 9.40 8.66 0.00
5 045 0.42 1.08 7.28 6.81 6.15 11.18  10.50  3.68 9.75 9.14 57.44  11.18 10.50 3.68 8.67 8.13 0.54
6 036 0.34 0.00 6.98 6.62 5.24 10.19  9.68 2.93 8.31 7.88 56.26  10.19  9.68 2.93 5.96 5.65 —2.58
7 074 0.71 1.43 6.67 6.37 591 11.07  10.60 548 8.84 8.45 56.78 11.07 10.60 5.48 5.66 541 —-1.47
8§ 9.84 9.43 0.90 15.06 1447 4.78 18.62 1793 4.37 16.77 16.13 56.11 18.62 17.93 4.37 1424 13.68 -2.34
9 1431 13.79 0.88 19.13 1847 5.04 22.16 2143 544 20.63 19.93 5645 22,16 2143 544 1849 17.84 —-0.89
Appendix B
Table B1: Running times comparison between the proposed algorithm and six scheduling

algorithms (case 2)

Dataset DTS DRR PWRR VTRR BRR SRR ADRR
1 0.037 0.027 0.011 0.01 0.017 0.008 0.01

2 0.041 0.03 0.012 0.01 0.018 0.008 0.012

3 0.047 0.042 0.013 0.012 0.02 0.009 0.013

4 0.049 0.044 0.02 0.021 0.023 0.012 0.02

5 0.05 0.046 0.021 0.023 0.026 0.014 0.021

6 0.053 0.051 0.022 0.025 0.029 0.017 0.023

7 0.056 0.052 0.028 0.027 0.035 0.02 0.026
8 0.07 0.063 0.033 0.03 0.039 0.023 0.03

9 0.1 0.072 0.04 0.033 0.04 0.026 0.032
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Table B3: Improvement percentages of the

CMC, 2021, vol.66, no.3

proposed algorithm over six scheduling algorithms

(case 2)

DRR PWRR VTRR BRR SRR ADRR

WT TT NCS WT TT NCS WT TT NCS WT TT NCS WT TT NCS WT TT NCS
1 1.16 0.86 1.61 12.65 9.65 13.48 18.95 14.71 1.61 15.78 12.14 60.13 18.95 14.71 1.61 18.95 14.71 1.61
2 1.09 091 -0.71 9.75 827 844 1641 14.07 2.08 11.95 10.41 58.65 16.41 14.07 2.08 12.75 10.87 -1.44
3 083 0.74 0.00 820 7.32 7.69 14.07 12.64 2.50 10.12 9.34 57.95 14.07 12.64 2.50 10.29 9.21 -1.30
4 091 083 1.17 811 745 7.14 12.84 11.85 343 10.25 9.72 57.86 12.84 11.85 3.43 9.77 899 0.00
5085 0.79 1.08 7.67 7.18 6.15 11.57 10.86 3.68 9.82 9.50 57.44 11.57 10.86 3.68 9.06 849 0.54
6 0.76 0.72 0.00 7.38 7.00 524 10.59 10.05 293 8.37 826 56.26 10.59 10.05 2.93 6.36 6.02 -2.58
7 1.13 1.08 143 7.06 6.74 591 1146 1097 548 890 8.82 56.78 11.46 10.97 548 6.05 5.78 -1.47
8 10.32 9.89 0.90 15.53 14.92 4.78 19.09 18.37 4.37 16.90 16.58 56.11 19.09 18.37 4.37 14.72 14.14 -2.34
9 1491 14.37 0.88 19.72 19.03 5.04 22.75 21.99 544 20.83 20.50 56.45 22.75 21.99 5.44 19.08 18.41 -0.89






