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Abstract: Recent advances in 360 video streaming technologies have enhanced
the immersive experience of video streaming services. Particularly, there is
immense potential for the application of 360 video encoding formats to achieve
highly immersive virtual reality (VR) systems. However, 360 video streaming
requires considerable bandwidth, and its performance depends on several factors.
Consequently, the optimization of 360 video bitstreams according to viewport tex-
ture is crucial. Therefore, we propose an adaptive solution for VR systems using
viewport-dependent tiled 360 video streaming. To increase the degrees of freedom
of users, the moving picture experts group (MPEG) recently defined three degrees
plus of freedom (3DoF+) and six degrees of freedom (6DoF) to support free user
movement within camera-captured scenes. The proposed method supports 6DoF
to allow users to move their heads freely. Herein, we propose viewport-dependent
tiled 360 video streaming based on users’ head movements. The proposed system
generates an adaptive bitstream using tile sets that are selected according to a
parameter set of user’s viewport area. This extracted bitstream is then transmitted
to the user’s computer. After decoding, the user’s viewport is generated and ren-
dered on VR head-mounted display (HMD). Furthermore, we introduce certain
approaches to reduce the motion-to-photon latency. The experimental results
demonstrated that, in contrast with non-tiled streaming, the proposed method
achieved high-performance 360 video streaming for VR systems, with a
25.89% BD-rate saving for Y-PSNR and 61.16% for decoding time.

Keywords: Virtual reality; 360 video;MPEG immersive; 6DoF;MCTS; viewport-
dependent

1 Introduction

Currently, virtual reality (VR) technology has become widely available, and various head-mounted
display (HMD) devices are available in the market. Moreover, the development of HMD devices and
their ecosystems has to meet the growing demand for both service quality and experience quality. The
introduction of 360 videos with up to 12K resolution, coupled with 5G high-speed connections, has
significantly solved issues regarding service quality. Furthermore, users’ experience of 360 videos over
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the internet has improved substantially, owing to the continual enhancement of connection quality. With
regarding to improving the quality of experience (QoE) of VR systems, researchers have predominantly
focused on two aspects: (1) user interaction and (2) the quality of service and user requirements.
Moreover, various technological organizations and researchers have proposed several solutions. Certain
standards, such as 3DoF, 3DoF+, and 6DoF, have been developed, typically for enhancing user
experiences with regard to activities such as moving one’s head, turning, and walking in a VR
environment. Few studies [1,2] improved 3DoF+ and 6DoF to reduce video quality by employing various
methods such as size reduction and the elimination of correlations between videos [3].

A solution for QoE enhancement, depending on the required service quality, is to optimize video
transmission based on pertinent factors to reduce the bandwidth demand or delay time. Certain
prospective methods are tiled-based approaches such as those elucidated in [4,5]. These methods allow
the user’s primary area of interest to be transmitted with high quality and the remainder of the region to
be degraded to low-quality levels. The user’s viewport area is extracted from the compressed bitstream
using a motion-constrained tile set (MCTS) [6]. The MCTS encoder restricts inter-temporal prediction at
tile boundaries and eliminates correlation between tiles. Each tile can be extracted from a bitstream and
transmitted to the client. However, the existing extractor based on HEVC can only extract one tile at a
time. Therefore, multiple tiled bitstreams are extracted from one original bitstream. Consequently,
maintaining multiple decoders in the client is considerably challenging.

According to [7], a motion-to-photon latency of at least 20 ms is required for a 12K, 90 fps video
transmission to meet the criterion of immersive quality of experience. The motion-to-photon latency is
defined as the difference between the time corresponding to a user’s initial movement and the time when
the first image is rendered in the viewport. It includes the request time, video server processing time, time
required for transmission of the extracted bitstream to the video client, decoding time, and rendering time.
Therefore, reducing latency for live 360 video streams is considerably challenging.

Herein, we propose an adaptive 360 video streaming method for a single 360 video based on an MCTS
tiled-based stream, as demonstrated in Fig. 1. The results of the proposed system could also be applicable to
multiple 360 videos. In the proposed method, the viewport area and direction of view (FOV) are determined
based on the coordinates of the viewport and movement analyses of the user’s head. To this end, a video
client sends a request that includes details regarding the viewport area and other metadata to a 360-video
server. According to the client request information, the 360-video server calculates tiles that correspond to
the user’s viewport. In addition, the proposed method allows 360 video servers to extract multiple tiles
from one MCTS bitstream and collate them into a single bitstream, called an adaptive tiled bitstream.
Thus, the streaming server transfers the adaptive bitstream to the video client. The adaptive bitstream is
then decoded and rendered to generate the user’s viewport. Additionally, we developed a media delivery
system based on RTSP/TCP to optimize the transmission of videos, requests, and metadata. Our method
includes approaches for reducing the motion-to-photon latency and optimizing the QoE. Furthermore, our
experimental results demonstrate that the proposed method could achieve viewport-dependent VR
streaming with a reasonable motion-to-photon latency to feel immersive on 360 videos without motion-
sickness. Finally, based on the obtained results, we can upgrade the proposed method to provide a
solution for the simultaneous transmission of multiple 360 videos based on OMAF [8,9], TMIV [10], and
6DoF 360 video streaming.

The remainder of this paper is organized as follows: Section 2 elucidates the background to our study
and provides a brief overview of the literature on VR streaming. Section 3 introduces the methodologies that
are used in this study. Section 4 presents the proposed method, which entails a multiple-tile extractor and
packet delivery system. Section 5 presents the experimental results and compares the proposed method
with existing ones. Section 6 summarizes the conclusions and provides suggestions for future research.
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2 Related Work

In this section, we discuss prior research on tile-based streaming of 360 videos. Furthermore, research
trends with regard to the enhancement of the QoE of 360 VR systems according to user’s movements
are introduced.

2.1 Tile-Based Streaming of 360 Videos

Currently, 360 VR video streaming services are highly promising; particularly, 360 VR systems that
employ tile-based streaming are vital in video optimization. This is because such systems can enable an
immersive experience in VR. The solution proposed in [11] is based on tile-based panoramic streaming,
whereby users receive a tiles set that match their region of interest (ROI); this solution employs a low-
complexity compressed domain video processing technique for using HEVC and HEVC’s extensions
such as scalable HEVC (SHVC) and multi-view HEVC (MV-HEVC). Additionally, it reduces the peak
streaming bitrate under changes in the ROI. This is vital for an immersive experience and low-latency
streaming. Furthermore, the solution uses open GOP structures without incurring playback interruptions,
thereby providing effective compression, better than that achieved by methods employing closed
GOP structures.

In [12], based on the MV-HEVC and SHVC standards, R.G. Youvalari et al. proposed viewport-
dependent methods that employ ROI coding for omnidirectional video streaming. The user’s viewport is
only a part of panoramic videos; thus, to reduce the high bandwidth usage, the part of the scene that
corresponds to the user’s FOV is transmitted at high quality, and the remainder is delivered at low quality.
Hence, their solution can reduce by more than 50% compared to the simulcast method.

In [4,5], the authors presented a novel tile-based streaming solution by transforming 360 videos into
mobile VR steams using HEVC and its extension, SHVC. The key idea is that the base layer is used in
encoding the entire picture, whereas the enhancement layer is used only for ROI tiles. HEVC and SHVC
allow the encoders to encode the bitstream, which can independently transmit tiles. Hence, the generated
bitstream is extracted in units of tiles. Based on the HEVC and SHVC standards, the extractor generates
the tiled bitstream for the user’s viewport. Consequently, the streaming system degrades both
computational complexity and network bandwidth. Experimental results proved that this solution could
reduce the network bandwidth by up to 47%.

The previous our mobile VR streaming projects contribute 360 video streaming can be approached in a
limited performance of mobile VR in [13–17]. Additionally, we conducted studies regarding native VR
[1–3]. These experiences enabled us to conduct an improved study on 360 video tile-based streaming for

Figure 1: Conceptual architecture of proposed system
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a native VR system connected to a PC based on the advantages of HEVC coding. +. For more details of
HEVC’s advantages can be reviewed in [18].

2.2 3DoF+/6DoF 360 VR Video

Currently, 3DoF+ and 6DoF provide an immersive experience in VR. However, they require the
compression and streaming of multiple videos to support users’ body movements, which is considerably
challenging with HEVC. As HEVC is designed for single video compression, it requires a large
bandwidth and several decoders. Consequently, MV-HEVC [19] was proposed to compress multi-view
videos efficiently. MV-HEVC removes the correlation between multiple views at the codec level;
moreover, a MV-HEVC decoder can reconstruct the compressed multi-view videos. However, MV-HEVC
is not compatible with HEVC; therefore, the existing hardware acceleration employed for HEVC cannot
be used for MV-HEVC, and the implementation on mobile devices is difficult. Therefore, in MPEG-I,
HEVC (and not MV-HEVC) was employed as the reference software for 3DoF.

In January 2019, proposals on 3DoF+ were obtained with regard to MPEG-I [20]. The corresponding
system architecture contains pre-processing and post-processing modules with the existing HEVC codec.
To eliminate the correlations among multiple videos, the pre-processing module is included. Moreover,
the multiple-video correlation removal process is not carried out at the codec level; therefore, the system
can apply the future video codec, versatile video coding (VVC) [21]. In response to the call for proposals
on 3DoF+, five proposals [22–26] were submitted in March 2019. Among these, the proposal of
Technicolor and Intel [23] demonstrated the best results. Compared with HEVC anchor, this proposal
demonstrates a Bjontegaard delta rate (BD-rate) saving of 73.0% for the luma peak signal-to-noise ratio
(PSNR) and an average pixel rate ratio saving of 73.34%.

Based on the components of the proposed responses, MPEG-I announced TMIV. Notably, TMIV
supports pre-processing and post-processing for streaming multi-view videos to compress 6DoF videos
more efficiently. The block diagram of TMIV is presented in Fig. 2. As illustrated in the Fig. 2, TMIV
removes the correlations among multiple videos. More details regarding TMIV are provided in [10].
Using the informative areas of the atlases, the TMIV renderer generates a user’s viewport. In the last
MPEG meeting, several core experiments [27–29] were proposed to improve TMIV.

3 Adaptive VR Streaming—360 Tiled Stream

In this section, we present the proposed method that provides an adaptive viewport-dependent tiled
streaming system as shown in Fig. 3. The proposed system consists of three main components: Video
client, video streaming server, and packet delivery system. Video client collects the data of movement of
the user’s head and converting them to metadata (roll, pitch, yaw). It also handles the decoding and
rendering tasks. The streaming server encodes original YUV 360 videos into MCTS bitstreams and uses
these bitstreams to extract adaptive bitstream according to metadata from video clients. The packet
delivery system consists of two components: TCP socket programs and RTSP sender/receiver for
exchange request and streaming, respectively. Section 3.1 describes multiple tiles selections on streaming
server, and Section 3.2 presents a multiple-tiles extractor. Section 3.3 gives more details regarding the
delivery packet using RTSP over TCP. Finally, Section 3.4 identifies several options to reduce motion-to-
photon latency.

3.1 Viewport Tile Selection for 360 Video

After a 360 video is transferred to a client, the client decodes the bitstream and forwards the
reconstructed video to a renderer. Then, the renderer generates a viewport depending on the user’s head
movement. From [30], we can verify that equirectangular projection (ERP) implies that if 360 video
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encoders use a 2D plane video codec, they must project points on the 3D sphere onto a 2D plane video. Yu
et al. [30] proposed a method for viewport tile selection for a single 360 ERP video. Based on their outlook,
we implemented a viewport multiple-tile selector for a single 360 video.

Figure 2: The flow diagram of TMIV

Figure 3: Architecture of viewport-dependent 360 VR streaming system

CMC, 2021, vol.66, no.3 2631



The rotation of a user’s head is represented by a rotation matrix, R, which is equivalent to the user’s head
being fixed at a regular position with the user looking down in the direction of the negative Z axis. The 3D
coordinates are transformed to 2D homogeneous coordinates using a viewport camera intrinsic matrix, K as
shown in Eq. (1) below:

K ¼
f x 0 cx
0 f y cy
0 0 1

2
4

3
5 (1)

where f x and f y denote the focal length of the camera. For instance, letWvp denote the width of the viewport
and fovx denote the horizontal FOV per eye in the HMD. We have f x¼ ðWvp=2Þð1=tanðfovx=2ÞÞ. cx and cy
denote the coordinates of the principal point C in the viewport. Let VP denote viewport points on the

360 video, which are represented using Cartesian coordinates, and vp ¼ ½u; v; 1�T denote the 2D
homogeneous coordinates of the viewport. Then, VP can be computed as in Eq. (2).

VP ¼ R
K�1vp

K�1vp
�� ���� ��

2

(2)

where denotes the inverse matrix of K and j K�1vp
�� ��j2 denotes the L2 norm of K�1vp. To obtain the

coordinates of the 2D 360 ERP video, we require points in spherical coordinates. A point, VP, in
Cartesian coordinates can be converted to a point in spherical coordinates using Eq. (3).

f ¼ atan2 VPy;VPx

� ��180=p
h ¼ asin VPzð Þ�180=p (3)

The computed spherical coordinates can be converted to the corresponding point in the 2D 360 ERP
video using Eq. (4).

x ¼ width � ð0:5þf=360Þ
y ¼ height � ð0:5þ h=360Þ (4)

If the point vp is computed using Eq. (4), a tile that contains vp can be conducted using Eq. (5), where
tilei, picw, pich, tilew, and tileh represent the tile index, picture width, picture height, tile width, and tile height,
respectively.

tilei¼ ðy=tilehÞ� picw=tilewð Þþ x=tilew (5)

In TMIV [10] and OMAF [9], the Euler angle represents the rotation of the user’s head using the roll,
pitch, and yaw, which correspond to rotation about the X, Y, and Z axes, respectively. As shown in Eq. (6), an
angle is generally represented in degrees, and it can be converted into radians to calculate the viewport area.
Here, a, b, and c are angles (in radians) that represent the roll, pitch, and yaw, respectively.

a ¼adegree�p=180
b ¼adegree�p=180 (6)

c ¼cdegree�p=180
As shown in Eq. (7), matrix R can be rewritten as the product of the matrices corresponding to rotations

about the X, Y, and Z axes.
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R ¼
1 0 0
0 cosa �sina
0 sina cosa

2
4

3
5

cosb 0 sinb
0 1 0

�sinb 0 cosb

2
4

3
5

cosc sinc 0
sinc cosc 0
0 0 1

2
4

3
5 (7)

The aforementioned method is used to detect viewport tiles of a single 360 video that employs OMAF
and TMIV. The proposed method uses this solution to detect the tiles of MCTS bitstreams that are visible in
the viewport area. Therefore, the streaming server can exactly determine the tiles that need to be extracted
from the original MCTS bitstream.

3.2 Viewport Multiple-Tile Extraction

The latest version (ver. 16.22) of the HEVC reference software (HM) includes an MCTS tile extractor;
however, it allows the extraction of only one tile and generates an output bitstream containing only one tile.
Hence, the streaming system requires several decoders at the client side for a viewport area that consists of
several tiles. Furthermore, aggregating decoded video parts and rendering them on the HMD is time
consuming. Therefore, the motion-to-photon latency is extremely high. To solve these problems, we
implemented a multiple tile extractor. The extractor selects tiles according to tile indexes, which are
determined using viewport tile selection, presented in Eqs. (2) and (5). Next, it extracts the selected tiles
from the MCTS bitstream and collates them into a single bitstream, called an adaptive viewport-
dependent bitstream.

The HEVC adaptive bitstream consists of a series of network abstraction layer (NAL) units. A detailed
explanation regarding the NAL units is presented in [31]. An HEVC bitstream consists of several kinds of
NAL units such as parameter sets (VPS), picture parameter sets (PPS), sequence parameter sets (SPS), slices
(which are in turn of different types), supplemental enhancement information (SEI), and end of bitstream
(EOB) units, as depicted in Fig. 4. The VPS, SPS, and PPS are the most important NAL units because
they contain the bitstream information that allows the decoder to interact with subsequent NAL units. A
slice consists of a header and a compressed video data field. As depicted in Fig. 5, the multiple-tile
extractor parses the input bitstream to read the PPS and obtains the key information: picture size, number
of tiles, tile size array, and coding tree unit (CTU) size. In an MCTS-based bitstream, the parameter sets
of each tile are stored as extraction information set (EIS) SEI messages.

First, the proposed extractor parses the PPS of the input bitstream, and then it parses the EIS SEI
messages to acquire the parameter sets (PSs). Next, the extractor identifies the slices that possess the tiles

Figure 4: Syntax elements of HEVC bitstream

Figure 5: Flow chart of multiple tile extraction
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to be extracted. In MCTS-based tiled encoding, one slice contains one tile. According to slices’ segment
addresses, and the extractor can identify the targeted tile by compared to the input slice’s segment
address. Thus, the extractor identifies and extracts the targeted slices using the parsed key information.
However, the PSs obtained from EIS SEI messages are only for a single tile bitstream. Therefore, to
generate the multiple tile bitstream that has the same size as that of the input bitstream, the extractor
needs to perform the following special tasks: extracting the targeted slices; replacing certain parameters in
the parameter sets, such as picture size, loop filter options, and tiles-enabled flag; encoding the PSs and
slice header; and converting the input slices to output slices. Finally, the output adaptive bitstream
containing multiple tiles is generated.

The proposed extractor has advantages over the existing single tile extractor. It can reduce the number of
required decoders as well as the decoding time. The detailed experimental results of the proposed extractor
will be described in Section 4.

3.3 Packet Delivery System

As demonstrated in Fig. 6, to deliver the client request, including metadata such as roll, pitch, and yaw
data, we implemented a packet delivery system-based TCP socket. The TCP socket program is reasonable for
low metadata traffic. Additionally, we implemented the video stream delivery system using RTSP over TCP.
However, RTSP has a limitation in that it provides high performance only for a single connection, which is
aimed at serving one user at a time. Additionally, we considered MPEG/DASH [32] or HLS [33], which can
also be applicable to the proposed system. However, they perform accurately only for video sources such as
MP4 files. An MCTS bitstream has certain restrictions such as the packet overhead problem, high latency,
and high computational complexity. Therefore, rather than using RTSP in a centered model, we re-
designed the RTSP/TCP delivery system from a centered model to a distributed one, as demonstrated in
Fig. 6. Here, a video client can open a listening RTSP session on a specified port, Portrec, when it
initializes the transmission of a viewport-dependent request to a video server. The metadata sent to the
server includes roll, pitch, yaw, other viewport metadata, and Portrec. According to the request, the
streaming server forwards the adaptive viewport-dependent bitstream accurately to the video client via a
special RTSP link in the format “rtsp://video_client_IP_address: Portrec”. To solve the problem when the
network failed, the server and client control modules will handle to reinitialize a new session. Using this
method, a streaming server can serve multiple clients simultaneously.

Figure 6: Flow chart of packet delivery system
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3.4 Reducing Motion-to-Photon Latency

Motion-to-photon latency is defined as the time delay between a user’s initial head movement and the
rendering of the first image on the HMD. As illustrated in Fig. 7, the user’s head movement will cause the
occurrence of a “user viewport change event.” The video client will make an event of viewport change, and
then it creates a chunk request according to the viewport data. The motion-to-photon latency can be
computed as given in Eq. (8).

Motion to photon latency ¼ Dt1 þ Dt2 þ Dt3 þ Dt4 þ Dt5 (8)

where Dt1 denotes the processing latency between a user’s head movement and the client sending a viewport
change request; Dt2 the request latency; Dt4 the transmission latency; Dt3 the processing latency of the
streaming server between receiving the request and transmitting an adaptive bitstream to the delivery
system; and Dt5 the processing latency entailed in decoding and rendering a user’s viewport on the VR
HMD. Dt2 depends on the size of the metadata and client request. Therefore, to reduce Dt2, we must
substantially decrease the size of the client request.

Additionally, the performance of the delivery packet system based on the TCP socket, as described in
Section 3.3, affects Dt2. Based on the factors that affect the motion-to-photon latency, we propose the
following approaches to reduce the total latency: Optimizing tile size according to network bandwidth
condition; Using a prediction model to predict the movement of user’s head, then client can generate

Figure 7: Motion-to-photon latency of the proposed system
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bitstream request faster than before; Streaming both high-quality bitstream and low-quality bitstream to
client. These options can be described in sub-sections in below.

3.4.1 Optimization of Tile’s Size
As illustrated in Fig. 7, to reduce the motion-to-photon latency, one approach is to reduce the workload

of the proposed system. From the network bandwidth point of view, we verified that at a specified network
bandwidth, the tile size of an adaptive bitstream can affect Dt4. Furthermore, a small tile size reduces the
processing time Dt3 in the extraction of the adaptive bitstream. Moreover, a smaller viewport area
decreases the number of decoding and rendering operations. This means that the size of tile can affect
Dt5. An adaptive network bandwidth model has been implemented to identify the network bandwidth
condition at the video client.

3.4.2 The Prediction for User’s Head Movement
This prediction model is based on the notion that the video client can predict viewport tiles that are

required for an adaptive bitstream according to changes in the coordinates of eyes and the speed of the
user’s head movement. This reduces the processing latency Dt1.

3.4.3 High-Quality and Low-Quality 360 Streams
Rather than requesting a new chunk, the video client employs low-quality tiles corresponding to the

same location. Because the size of low-quality tiles is small, the video client can decrease the processing
time Dt1. Additionally, without making a new request, the proposed system can reduce latencies Dt3; Dt4,
and Dt5. As shown in Fig. 7, the extractor on streaming server parsed encoded bitstreams with quality
1 as high-quality video, and quality 2 as low-quality video. Thus, extractor can generate adaptive tiled
bitstream in various qualities of 360 videos according to details of selected tiles.

4 Experimental Results

4.1 Testbed Scenario

To test the performance of the proposed system, we built a test environment. We set up a streaming
server with the following configuration: Intel Xeon E5-2687W v4 CPU (24 cores, 48 threads total);
128 GB of memory; a GTX 1080 Ti GPU; and an Ubuntu 64 bit (gcc 6.3 v. 18.04) operating system.
Further, a video client PC with a Core i7-7700 4-core 8-threaded 4.2 GHz CPU, one Nvidia GeForce
1080 GPU, and 32 GB of memory with the Windows 10 operating system was employed. Both Oculus
Rift and Rift S were used as HMDs with Oculus SDK version 1.43. Additionally, the network
environment was installed using the internal network of Sungkyunkwan University. The mandatory
parameters of the experiments are presented in Tab. 1. The following original 4K videos are employed as
standard 360 video test sequences [34]: AerialCity, DrivingInCity, DringInCountry, and PoleVault_le,
with the coding parameters set as presented in Tab. 2.

We used HM software with 360 libraries [35] as a video encoder to produce low-quality and high-quality
bitstreams using ERP. The libav-ffmpeg library [36] was employed to implement a fast video decoder with an
RTSP receiver. We used a method called weighted in sphere PSNR to calculate the distortion in the sphere to
verify the quality of the reconstructed 360 videos. To compute the dissimilarity between the reconstructed
360 video and original video, sphere PSNR or WS-PSNR uses a weighted metric to determine the
distortion in the spherical domain. FFmpeg tools [37], WS-PSNR software [38], VMAF [39], and IV-
PSNR [40] were used as evaluation tools. More details on IV-PSNR and VMAF can be obtained via
standard documents regarding MPEG-I [41].
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The test sequences were encoded using five quantization parameters (QPs). The first four QP values
were employed to encode the tile layer (high quality), and the last QP value was used to encode the base
layer (low quality). The group-of-pictures (GOP) value was set to 16, and the framerate was 30 fps. The
FOV of the viewport was 90° × 90°, and the evaluation frames were 90 frames that were partitioned into
smaller parts. Considering the streaming scenario, the videos were divided into 30 frame chunks. The
sum of viewport tiles of the chunk frames was selected. The viewport tiles were computed using the
proposed tile selection, based on Eq. (5); furthermore, they were extracted from the MCTS bitstream
using the proposed multiple tile extractor. At the client PC, the libav-ffpmeg library (with NVIDIA GPU
acceleration [42]) was employed to implement the fast HEVC decoder. After decoding, the decoder
generated the user’s viewport using the reconstructed video. Finally, the viewport was rendered on an
Oculus Rift S using our VR program, which was implemented based on the Oculus PC SDK [43]. To
generate the viewport, the user’s movement data were required. We considered the scenario of the user’s
movement in a fixed direction. For instance, the viewport setting for the movement scenario [90.00 90.00
90.00 0] implies that the horizontal and vertical FOVs were set to 90o and 90o, respectively, and the
center of the viewport was set at a 90o longitude and 0o altitude.

4.2 Performance Evaluation

In tiled 360 video streaming, the tile size directly affects the performance of the streaming service with
regard to several aspects such as decoding time and resource usage of the client [44]. To determine a

Table 2: JCT-VC test sequences in detail

Parameters Values

Input bit depth 8 bits

Input chroma format 420

Frame rate 30 fps

Frame skip 0

Width in pixels 3840

Height in pixels 1920

Number of frames 300

Coding level 5.2

Table 1: System parameters for experiments

Parameters Values

QP 22, 27, 32, 37, 42

GOP 16

Framerate 30 fps

Intraperiod 32

FOV 90o�90o

Evaluation frames 90 frames

Segment duration 30 frames
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reasonable tile size for the proposed system, we performed various experiments using three tile sizes, 320 ×
320, 640 × 640, and 960 × 960, on two test sequences, AerialCity and PoleVault_le. See Tab. 3, the result
demonstrates that with a small tile size, 320 × 320, the proposed system can achieve the best BD-rate saving
of 25.89% for Y-PSNR. Tile sizes of 640 × 640 and 960 × 960 yield BD-rate savings of 19.25% and 10.35%,
respectively. This is because for 3DoF+ 360 videos or traditional 360 videos, a smaller tile size can yield a
better encoding efficiency. Additionally, this tile size can provide the highest numbered results in VMAF,
MS-SSIM, and IV-PSNT tests. Fig. 8 depicts the rate-distortion (RD) curves of the non-tiled and
proposed tiled streaming methods for different tile sizes. As depicted in the figure, the proposed tiled
streaming method provided better results compared to those obtained via non-tiled streaming. Among the
test results obtained for various tile sizes, a tile size of 320 × 320 provides the best results; the basic
views of the tile layer are encoded using the tile size of 320 × 320.

Fig. 9 presents the maximum memory usage under decoding and the decoding time for both the single
tile extractor and proposed multiple tile extractor. By partitioning 360 videos into 12 × 6 grid tiles, the single
tile extractor consumed 16.18 GB of memory and 13.2 s for decoding the viewport tiles, whereas the multiple
tiles extractor used only 3.1 GB of memory and 2.06 s, that is, 0.023 s per frame. Moreover, the multiple tile
extractor exhibited nearly similar decoding memory usage and time consumption for the three tile sizes.
Therefore, grid-tile partitioning can be employed to reduce the bandwidth without considerably affecting
the decoding resources. The required decoding time can be reduced when further optimization, such as
parallel tile decoding on HEVC codec embedded hardware, is conducted. Therefore, the advantage of
using the multiple tile extractor is verified, and we have used this for the overall experiment.

Table 3: Performance of the proposed tiled streaming method for various tile sizes

Tiled Stream Y-PSNR (%) VMAF (%) MS-SSIM (%) IV-PSNR (%)

320 × 320 −25.89 −13.92 −18.84 −25.54

640 × 640 −19.25 −9.62 −14.47 −17.91

960 × 960 −10.35 2.53 −2.13 −6.61

Average −18.49 −7.0 −11.81 −16.69

Figure 8: RD-curves for the non-tiled streaming and proposed tiled streaming methods on tile sizes
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As presented in Tab. 4, the proposed method can achieve an average bitrate saving of 34.56%. The
bitrate saving is the highest for test-sequence AerialCity because the viewport area in AerialCity is at the
bottom- right corner as depicted in Fig. 10b. This test-sequence includes many objects that are very
realistic and moving, including the light effect on the scene for all of the tiles, and the bitrates that are
required for several tiles are almost similar. However, other test sequences have the most complex objects
in the view area and the tiles except the view only require a small amount of bitrate. For instance, the
viewport area for PoleVault_le depicted in Fig. 10c, the viewport is in the most complicated portion of
the scene compared to other test-sequences. Consequently, the viewport of PoleVault_le test-sequence
acquired the lowest bitrate saving. Additionally, Tab. 5 presents the BD-rate savings of the proposed tiled
streaming method compared to those of non-tiled streaming. With regard to luma PSNR, VMAF, and IV-
PSNR, it provides an average BD-rate savings of 25.89%, 13.92%, and 25.24%, respectively. Finally,
from the outcomes of the proposed system, we confirmed that it also can be applied to 6DoF 360 video
streaming by warping multiple 360 video for multiple tiles selection.

Figure 9: Performance comparison of the single and multiple tile extractors regarding (a) maximum
memory use and (b) decoding time

Table 4: Bitrate savings of the proposed method

Bitstream Bitrate savings (%)

AerialCity −38.42

DrivingInCity −35.72

DrivingInCountry −36.22

PoleVault_le −27.88

Average −34.56
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5 Conclusion

Herein, we proposed an adaptive 360 streaming solution for VR systems. The proposed approach
allowed the server to analyze the user’s viewport-dependent details and generate a unique bitstream that
includes the tiles that comprise the viewport area. The proposed system consisted of a viewport tile
selector and an extractor that allowed multiple-tile processing. Additionally, the areas corresponding to
the user’s viewport were selected, and the result could be extended for 6DoF 360 streaming by warping
multiple videos. The proposed extractor extracted all selected tiles from the MCTS source-view bitstream
and collated them into to one adaptive bitstream; then, the latter bitstream was transmitted to the client
via a packet delivery system. Furthermore, we suggested approaches for reducing the motion-to-photon
latency. In this regard, we performed an optimization based on the tile size. We found that a tile size of
320 × 320 was reasonable for the proposed 360 video-based tiled streaming system. The proposed
method demonstrated BD-rate savings of 25.89% for the Y-PSNR and decoding time savings of 61.16%
compared to previous non-tiled streaming methods or other methods that used a single tile extractor.
Furthermore, we plan to implement two other approaches to reduce the motion-to-photon latency in the

Figure 10: Output of the proposed system for (a) video source AerialCity and PoleVault_le; user’s viewport
and reconstructed video for (b) AerialCity and (c) PoleVault_le

Table 5: BD-rate savings of the proposed tiled streaming method

Tiled Stream Y-PSNR (%) VMAF (%) MS-SSIM (%) IV-PSNR (%)

AerialCity −19.95 −7.42 −13.13 −24.96

DrivingInCity −29.78 −21.68 −26.17 −27.71

DrivingInCountry −29.58 −20.52 −17.85 −24.32

PoleVault_le −24.25 −6.05 −18.21 −25.17

Average −25.89 −13.92 −18.84 −25.54
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future. Moreover, an important objective for future work is the implementation of a real-time 6DoF tiled
streaming system based on the proposed method.
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