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Abstract: Video compression in medical video streaming is one of the key
technologies associated with mobile healthcare. Seamless delivery of medical
video streams over a resource constrained network emphasizes the need of
a video codec that requires minimum bitrates and maintains high perceptual
quality. This paper presents a comparative study between High Efficiency
Video Coding (HEVC) and its potential successor Versatile Video Coding
(VVCQ) in the context of healthcare. A large-scale subjective experiment com-
prising of twenty-four non-expert participants is presented for eight different
test conditions in Full High Definition (FHD) videos. The presented analysis
highlights the impact of compression artefacts on the perceptual quality of
HEVC and VVC processed videos. Our results and findings show that VVC
clearly outperforms HEVC in terms of achieving higher compression, while
maintaining high quality in FHD videos. VVC requires upto 40% less bitrate
for encoding an FHD video at excellent perceptual quality. We have provided
rate-quality curves for both encoders and a degree of overlap across both
codecs in terms of perceptual quality. Overall, there is a 71% degree of overlap
in terms of quality between VVC and HEVC compressed videos for eight
different test conditions.

Keywords: Mobile healthcare; subjective analysis; telemedicine; video
compression; video quality assessment

1 Introduction

Telehealth or telemedicine is the remote provision of healthcare services that is done by
transferring medical data on communication channels. Mobile healthcare is one of the key aspects
of telemedicine in which clinicians perform a range of different clinical tasks remotely, while
a patient is in a mobile platform [I]. Such an example is the rising demand of pre-hospital
medical treatments, which includes remote guidance to the in-ambulance paramedical staff from
a physician. There are certain straightforward but strict requirements for allowing remote in-
ambulance medical treatments. These include a fast, ultra-reliable and low-delay communication
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network through which the crew share the in-ambulance medical data of patients with the remote
clinician. Such a scenario is called connected ambulance and is well explained in [1] and a typical
example of a connected ambulance scenario is given in Fig. 1. Though, modern communication
networks such as 5G networks possess the potential of fulfilling these requirements, still band-
width is considered a precious and scarce resource [2]. This necessitates the importance of data
compression in Telemedicine, as huge amounts of medical data not only need to be transmitted
over communication channels but need to be stored for further post-processing tasks such as
clinical diagnosis.

® Ensures zero latency
® High diagnostic quality
® Optimal bitrate and frame rate
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Figure 1: An illustration of a 5G enabled connected ambulance

A huge chunk of medical data is comprised of medical videos and in a connected ambulance,
in-ambulance video streaming is of great importance. There are several state-of-the-art video
encoders that are currently being used in real-time systems to perform video compression [3].
The most recent examples of codecs used in real-time applications include Joint Video Explo-
ration Team’s (JVET) High Efficiency Video Coding (HEVC) and Google’s VP-9. In 2017, JVET
introduced the potential successor of HEVC known as Versatile Video Coding (VVC) which has
recently been standardized as H. 266 [4]. JVET has recently released the latest reference software
for VVC known as VIM (VVC Test Model) version 8. From mobile healthcare perspective,
video codecs play a great role in allowing high video compression so that seamless medical video
transmission can be made possible for locations with limited network resources. When a connected
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ambulance is in transit, there can be low coverage arecas where the network bandwidth becomes
very low and to allow error-free video streaming, a video compression system is needed that can
overcome such challenges by minimizing the bitrate and maintaining high video quality. While
HEVC offers upto 50% reduced bitrate requirements as compared to its famous predecessor H.
264, VVC offers upto 50% further reduction in bitrates as compared to HEVC [3].

The aim of this study is to compare HEVC to its potential successor VVC in terms of impact
of compression artefacts on perceptual quality of Full High Definition (FHD) videos. This study
is presented from the context of mobile healthcare, mainly focusing on in-ambulance video stream-
ing. For this reason, we have carefully chosen FHD videos from a publicly available video database
for our subjective analysis and the details are provided in Section III of this paper. We have strictly
followed the International Telecommunication Union’s (ITU) guidelines for conducting subjective
experiments for videos containing spatial distortion, which are available in ITU BT-500-14 [5]
and ITU P. 910 [6]. Our comparative analysis includes a large-scale subjective experiment with
twenty-four test participants conducted in two separate phases. Phase one includes test conditions
associated with HEVC compressed videos and phase two deals with the VVC compressed videos.
The motivation and principal contributions for this study are provided in the next section which
provides the survey of related works.

The rest of the paper is structured as follows. Section 2 covers the existing literature including
medical video communication systems and emerging applications. The details of the subjective
experiment are given in Section 3, followed by results and discussion in Section 4. Finally, a
detailed conclusion along with suggested future work is provided in Section 5 of this paper.

2 Video Communication Systems in Healthcare

With the evolution in cellular networks, requirements of mobile healthcare can now easily be
fulfilled [7]. Connected ambulances not only will enhance the provision of healthcare but also, they
will help alleviate the pressure on accidents and emergencies (A&E) by making pre-hospital clinical
decisions. The principle goal of a mobile healthcare system is to ensure reliable, fast and clinically
secure communication throughout a streaming session. This is not an easy task as healthcare
provision is necessary for every nook and corner of a country regardless of presence of strong
network coverage. Bandwidth constraints, network outages, error-prone channels and end-to-end
delay are some of the factors that can impact the seamless delivery of medical data. Several efforts
are underway to design such medical data transmission systems that require minimum network
resources but provide ubiquitous and seamless quality to the remote clinicians.

In this section we have covered the existing literature from two main aspects of medical video
communication systems. First, recent subjective studies in the context of healthcare are discussed.
Second, existing video communication systems, applications and services in the medical domain
are discussed. Finally, at the end of this section, we have provided our main contributions for
this study.

2.1 Recent Subjective Studies in Healthcare Domain

The authors in [3] have done a comparative analysis of latest video codecs including JVET’s
HEVC and VVC, and Google’s VP-9 and AV-1. The authors have used three different video
datasets which include ultrasound videos, emergency scenario videos and general-purpose videos
from Netflix. They have concluded that VVC outperforms all codecs in terms of bitrate savings.
The subjective tests performed by authors do not include playback of VVC encoded videos as at
that time the video playback tools did not support VVC [3]. A recent survey [¢] includes all major



532 CMC, 2021, vol.67, no.1

subjective studies conducted in the healthcare domain. The studies include useful findings and
recommendations for different types of medical data when using various video codecs. The survey
includes two studies about ultrasound videos, three about different types of endoscopic videos,
three related to medical resonance imaging (MRI), one each about heart imagery, ophthalmology
videos, pathology imaging and telesurgery videos. These studies have used several different types
of encoders including JEPG-2000, H. 264/AVC, MPEG-2 and HEVC.

2.2 Medical Video Communication Systems and Applications

Diagnostically driven video encoding has come under limelight recently and there have been
some recent studies under this domain [9-16]. The aim of such kind of video encoding is to
identify regions of interest (ROI) in medical videos, e.g., a tumor in a colonoscopy imagery, and
then compressing these regions in a better quality than other regions. In this way, bandwidth
can be saved by allowing maximum compression in non-ROIs and also remote clinical decisions
can be made more accurately. A near-lossless video compression can be achieved in the ROIs
using diagnostically driven video encoding. The authors in [17] have proposed ROI based encoding
system for low bandwidth scenarios using Kinect skeleton coordinates to highlight the ROIs.
The authors have used H. 264/AVC processed Trauma videos in their study. Further, there are
several recent studies that focus on adaptive medical video communication systems that utilize
optimization and prioritization of streamed content. The authors in [18] have presented an HEVC
based adaptive video encoding scheme that optimizes quality, bitrate and encoding time for
transmission of ultrasound videos. In [19,20] subjective analyses have been provided for HEVC
compressed endoscopic and ultrasound videos. The authors have shown different quality categories
associated with different HEVC based compression levels. In [21] H. 264/AVC based mobile tele-
echography platform has been proposed for cardiac ultrasound videos. Other works in the domain
of medical video communication applications and services include augmented reality (AR) and
mixed reality (MR) based clinical tools that are used in medical diagnosis and education [22,23].

In this paper, we have mainly focused on the aspect of designing a video communication
system for connected ambulances by subjectively comparing two latest video codecs HEVC and
VVC. The principle contributions for this paper are outlined as follows.

e Comparing VVC and HEVC video encoders under eight different test conditions for FHD
videos in the context of healthcare.

e Providing a detailed subjective experiment comprised of 24 non-expert participants.

e Highlighting the impact of compression artefacts on the perceptual quality of VVC and
HEVC compressed FHD videos.

e Recommended bitrates for VVC and HEVC for achieving optimal quality in the
compressed domain.

3 The Subjective Analysis

In this section, we have thoroughly described the conducted subjective experiment for this
study. First, preparation of the video dataset is described for both HEVC and VVC compressed
videos, followed by a brief description of the participants and the experimental setup.

In rest of the paper, following terms have been used to define the video sequences used in
this research.
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e SRC: The original or pristine video sequence.
e PVS: The processed video sequence which in this study includes HEVC and VVC
compressed videos.

3.1 Preparation of Video Dataset

With the evolution in next generation cellular communication, wireless networks now possess
the capability to maintain seamless and ubiquitous delivery of FHD videos with minimum delay
and errors. Especially, 5G networks offer high bandwidth, ultra-reliability and end-to-end delay
as low as 1 millisecond [1]. Based on our understanding of 5G networks and requirements of
mobile healthcare, we chose FHD SRCs from the VQEG-HD video dataset [23]. The FHD SRCs
from VQEG-HD dataset have a spatial resolution of 1920 x 1080 and a temporal resolution of
25 frames per second (fps). The details of these videos are given in Tab. 1.

Table 1: Details of the VQEG-HD test dataset

Entity VQEG-HD test 5 [24]
Video sequences 7 original clips
Spatial resolution 1080p

Temporal resolution 25 fps

Duration of clips 10 s

As mentioned earlier, apart from choice of the right video codec, these subjective experiments
were conducted to design a video compression system for in-ambulance video streaming. The
scenario we have considered for this study includes a single FHD video camera installed in
an ambulance. Such a camera embedded in an ambulance can generate four different types of
videos based on the movement of the camera and the objects. These four types are described
as follows:

Fixed camera and fixed objects

Fixed camera and moving objects

Moving camera, e.g., pan, tilt and zoom, fixed objects
Moving camera and moving objects

To have a purposeful subjective experiment, we chose five FHD SRCs, out of total seven, from
the VQEG-HD dataset that were matching the aforementioned four characteristics. This selection
was done by measuring the motion content of the videos using the ITU P. 910 recommenda-
tions [5]. A snapshot of each SRC is given in Fig. 2. Next subsection briefly describes the selection
process of videos based on motion content.

Figure 2: Snapshots of selected SRCs [24]. (a) Lion, (b) Cheetah, (¢) Rainbow, (d) animals, and
(e) animation
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3.1.1 Selection of Videos Based on Motion Complexity

The process of selecting videos based on motion content characteristics has been clearly laid
down by ITU in the P. 910 recommendation [5]. The motion complexity of video sequences is esti-
mated by measuring the spectral content in an SRC. The spectral content is further comprised of
two different entities namely spatial information (SI) and temporal information (TI). SI contains
the spatial detail of an SRC i.e., the information within each video frame. This is calculated using
the Sobel filter which underscores the regions having a high spatial frequency that correspond to
edge regions. Following equation is used to measure SI in an SRC.

ST = MAXtime{Sldspace[SObel(fn)]} (1)

where, stdpace refers to standard deviation computed for all the pixels of each video frame that
is filtered through the Sobel filter. A time series of SI is created by repeating this process for all
frames f, in an SRC and finally MAX;,,. represents SI as the maximum value from the computed
time series.

Temporal information or TI is measured as the motion difference between two successive
video frames of an SRC. It is calculated using the following two equations.

My = (i,)) = fa—10.)) (2)
1T = MAXtime{Stdspace[Mz(isj)]} (3)

where, M), is the motion difference feature of the SRC and f, (i,j) in Eq. (2) represents the pixel
intensity on the ith row and jth column of the nth video frame of the SRC. The maximum
value MAX;,e of the time series of a set of standard deviation values std,qc. defines the TI of
an SRC.

ITU P. 910 recommendation contains motion complexity calculations for grayscale SRCs only,
whereas the SRCs selected for this study are in the true color format, i.e., 24-bit RGB. For this
purpose, we have used a simple algorithm that calculates SI and TI for true color format video
sequences. The pseudo code for this algorithm is available in [19]. The threshold was kept at
0.0904 for the Sobel filter and the method used for calculating the edges was convolution and the
direction was kept as vertical.

SI and TI result in numerical values that range between 0-100, where higher values mean
higher spectral content. Fig. 3 shows the calculated SI and TI values for each of the seven SRCs
from the VQEG-HD video dataset. Finally, Tab. 2 summarizes the selection of five SRCs from
the VQEG-HD dataset which was done carefully for conducting a meaningful subjective test. The
table clearly shows how these SRCs were matched with the characteristics of an in-ambulance
video streaming scenario. The other two videos in Fig. 3, namely basketball match and a building

with trees were not included in the tests in order to avoid redundancy.

The next step in our experiment design was to compress the videos using HEVC and VVC
and the details for this process are given in the next subsection.

3.1.2 Preparation of PVSs from the SRCs

After selection of SRCs, we compressed each video at eight different compression levels using
both HEVC and VVC codecs. The compression levels are defined by eight quantization parameter
(QP) values. Quantization parameter or QP performs non-uniform compression for each video
frame of an SRC as compared to constant rate factor (CRF). The compression levels were selected
based on the existing literature as explained in Section II of this paper. The flowchart in Fig. 4
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gives a very clear explanation of what settings and profiles were used to compress the videos at
eight QP levels.
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Figure 3: SI-TI plot for FHD SRCs taken from VQEG-HD test dataset [24]

Table 2: Selection of videos for the subjective experiment

Video sequence SI TI Explanation: How the SRCs match the characteristics of different in-ambulance video streams.

Lion High Very low This SRC contains high spatial detail, but the frame-to-frame variation is very low. This represents
the scenario of fixed camera and fixed objects with high spatial information.

Cheetah Medium Medium In this SRC, the overall spectral content is medium which represents the scenario in which the

camera and objects both are moving slowly. The spatial detail of objects and frame-to-frame
variation is medium.

Rainbow High High With high spatial and temporal complexity, this SRC represents the moving camera and moving
objects scenario.

Animals Low Low This SRC exhibits low spatial and temporal complexity which represents the scenario in which
both camera and objects are fixed and also the spatial detail of the objects is low.

Animation High Medium With high spatial detail and medium frame-to-frame variation, this SRC represents fixed camera

and a lot of movement within objects.

We used FFMPEG for HEVC compression and VIM 8.0 for VVC compression, where the
former is commonly known as x265 and the latter is freely made available by the developers
of VVC. The VTM 8.0 was built on a Macintosh system running MAC OS Catalina using the
clang version 11.0. The eight selected QP values range between 27 and 41 with a step size of two,
ie., QP =27, 29, 31, 33, 35, 37, 39 and 41. As both the encoders HEVC and VVC have been
developed by the same developers, i.e., JVET, so the compression levels in terms of QP were kept
the same for both.

When all the five SRCs are compressed using HEVC and VVC at eight compression levels,
then forty PVSs are produced for each encoder. As the results of this subjective experiment will
be used to develop a video compression system for live video streaming in connected ambulances,
so we used the minimum delay profiles for both the encoders. For HEVC we used the zero-latency
profile and for VVC we used the low delay profile. The spatial and temporal resolution along with
the bit depth were kept at native, i.e., 1920 x 1080, 24 fps and 8 bits per color channel respectively.
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Figure 4: An illustration explaining the preparation of PVSs for the subjective experiment

After selection and compression of SRCs, the next step of this experiment was the selection
of participants which is briefly described in the next subsection.

3.2 Description of Participants

The ITU recommends different subjective experiments and related measurements for differ-
ent types of videos in the ITU-R BT.500-14 [6] and ITU-T P910 [5]. According to the ITU
requirements number of non-expert participants required for a test should be minimum 15. As the
videos used in this subjective experiment are general purpose videos, so we included non-expert
participants in our test. A total of 24 participants took part in the subjective tests with a good
mix of gender, age and qualification. The participants were from undergraduate, postgraduate and
doctoral level and had no prior knowledge or experience about video quality assessment or related
fields. The subjective measurements from these participants were refined for any outliers and the
results are provided in section IV of this paper.

The test methodology and the setup for conducting the tests is explained in the
next subsection.

3.3 Test Methodology and Experimental Setup

3.3.1 Scoring Method

There are several methodologies for performing subjective experiments for multimedia services
that are detailed in ITU-R BT.500-13 [6] and ITU-T P910 [5]. Based on our understanding
of BT.500-14 [6] and recent literature [18,19], we have chosen the Double Stimulus Continuous
Quality Scale (DSCQS) Type-II for our subjective experiment. The scale DSCQS Type II is
suitable for estimating the subjective quality of videos that contain spatial impairments, e.g.,
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compression. An equally divided five-point rating scale ranging between one and five is used,
where one refers to poor quality and five refers to excellent quality. This scale is clearly defined
in ITU-R BT 500-14 [6]. In DSCQS type-II, a participant is shown two videos side by side, out
of which one is an SRC and the other a PVS. Unaware of which one is the SRC, the participants
view both the videos simultancously and based on their perception, score both the videos on
the five-point continuous quality scale. The five-point ratings or scores are then converted to a
normalized scale of 0-100 for ease of further calculations. The continuous quality scale, along
with the normalized scale, 1s well defined in Tab. 3.

Table 3: Continuous quality rating scale

Category rating Opinion score Normalized scores

Visual quality Error visibility

Excellent Imperceptible 5 80-100
Good Perceptible but not annoying 4 60-80
Fair Slightly annoying 3 40-60
Poor Annoying 2 20-40
Bad Very annoying 1 0-20

The ratings of the participants are recorded and are referred as opinion scores (OS). The
mean of these scores is known as the mean opinion score (MOS). Subjective measurements for
DSCQS type II are usually recorded using the differential MOS (DMOS) which is calculated by
taking the difference of MOS for the SRC and PVS. DMOS is calculated as follows:

DMOS = MOSpyistine — MOS Compressed 4)
where,
1 N
_ m
MOS =~ 21: OS! (5)
i
where, OS?" is the opinion score of ith (i=1,2,3,...,N) participant for the mth video sequence.

An illustration of DSCQS type-II and differential opinion score (DOS) is given in Fig. 5.

The next subsection explains the test environment and materials used in the
subjective experiment.

3.3.2 Experimental Setup and the Subjective Test

A room specifically designated for the subjective experiments was prepared which had white
painted walls and no other visible distractions. A desk mounted with an FHD 21-inch LCD non-
glare display was placed in the room along with a chair. The temperature level and gamma level
for the display were kept at 6500 Kelvins and 2.2 respectively. The processing unit connected to
the display was hidden under the desk to create a complete distraction free environment as per the
strict guidelines for subjective experiments [6]. The viewing distance and angle were kept according
to the FHD resolution as per the guidelines in [6].
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Figure 5: Continuous quality rating scale DSCQS type-II

As VVC has very recently been standardized, so the conventional playback tools do not
support it. Other open source tools used for subjective experiments also do not support smooth
playback for VVC compressed videos, so for this reason we used the FFPLAY provided by
FFMPEG. FFPLAY recently included necessary libraries to run a VVC compressed video as
recently published studies were unable to use FFPLAY [3].

The tests were conducted in two phases as ITU BT 500-14 recommends each test to be less
than 30 minutes of duration to avoid participants being fatigued. First phase of the test included
only HEVC compressed PVSs and second phase contained the VVC compressed PVSs. Both
phases were conducted on two different days but with the same participants. After completion
of the tests, the MOS and DMOS were calculated from the subjective measurements for each
test condition.

In the next section we have provided detailed results from refining the subjective measurements
to an in-depth analysis of which encoder outperforms other in terms of compression ratio,
perceptual quality and bitrate savings.

4 Results and Discussion

4.1 Refining the Subjective Scores

After we successfully conducted both the phases of the subjective experiment and we pro-
ceeded with refining the recorded measurements. The refinement process is done so that only those
scores are kept that represent the accurate perceptual quality of PVSs. Observers, whose scores
contain outliers are not considered in further calculation and representation of results. For this
purpose, ITU BT. 500-14 has provided very clear methods in annex 1 for screening the subjective
measurements [6]. After screening the scores of each observer, we were able to detect outliers
from only one observer and consequently we discarded the scores of that observer. The boxplots
in Figs. 6 and 7 are a representation of subjective measurements from all the twenty-four test
participants and contain outliers as well. It can be seen that for both, HEVC and VVC compressed
videos, outliers are detected for only one video sequence, i.e., Animals.
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Figure 6: Boxplots for DMOS for HEVC compressed videos. (a) Lion, (b) Cheetah, (c) Rainbow,
(d) animals, and (e) animation. The ‘+’ marker shows outliers which can be seen in Fig. 6d

Observing the boxplots for the HEVC compressed PVS Animals in Fig. 6d, it can be seen

that outliers were detected for three compression levels, i.e., QP =35, 37 & 41. For all other PVSs,
it can be seen that no outliers are detected. Based on these results, we scrutinized the subjective
measurements and were able to discard the scores of one participant that resulted in these outliers.
Similar trend can be observed in the boxplots for the VVC compressed PVS Animals in Fig. 7d,
as outliers can be seen for four different compression levels i.e., QP =33, 35, 37 & 39. This led
us to examine the subjective scores for VVC compressed videos and we were able to discard the
scores of the participant that was leading to outliers.

Based on this screening process, the results presented in further sections are based on
subjective measurements from twenty-three participants.

4.2 Subjective Test Results for Both Video Codecs

This subsection discusses the subjective test results in detail for both the video codecs under
study. Observing the bar-graphs in Fig. 8 for each HEVC compressed video sequence, it can be
observed that the videos compressed at QP =27 have DMOS between 1 to 20 which corresponds
to excellent quality according to the continuous quality scale in Tab. 3. Similar trend can be
observed for videos compressed at QP = 29 except for the PVS Rainbow as its DMOS lies between
20 to 40 which translates to good quality. As the video sequence Rainbow contains high spectral
contents, as shown in Fig. 3, so it is expected that the compression artefacts in this video are
more visible to human eye, hence resulting in a higher DMOS. Observing the results for further
compression levels of QP =31, 33, 35 and 37 it can be seen that all the PVSs exhibit good quality
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with a DMOS range between 21 to 40 according to the continuous quality rating scale in Tab. 3.
This shows that the test participants were not able to accurately identify the compression artefacts
in HEVC compressed FHD videos for QP range of 31-37. For the last two compression levels
OP =39 and 41 the results are a mix of good and fair quality. The video sequences Lion, Animals
and Animation have a DMOS between 21 to 60 which corresponds to good and fair quality for
QP values of 39 and 41 respectively. Whereas, the video sequence Cheetah exhibits fair quality
with a DMOS ranging between 41 to 60 for both QP values. Finally, the video sequence Rainbow
exhibits fair and bad quality with a DMOS ranging between 41 to 80 for QP values of 39 and
41 respectively. The peculiarity of the video sequence Rainbow is due to its high temporal and
spatial content which corresponds to the scenario in which a moving camera is capturing moving
objects as explained in Tab. 2.
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Figure 7: Boxplots for DMOS for VVC compressed videos. (a) Lion, (b) Cheetah, (¢c) Rainbow,
(d) animals, and (e) animation. The ‘4’ marker shows outliers which can be seen in Fig. 7d

Further, observing the bar-graphs in Fig. § it can be seen that the DMOS for VVC com-
pressed PVSs is slightly different than HEVC compressed PVSs. For all the 40 PVSs, it can be
seen that for videos compressed at P =27 and 29 the DMOS ranges between 1 to 20 which
corresponds to excellent video quality. This trend is the same as HEVC compressed PVSs except
for the video Rainbow. Further, for QP =31, the DMOS for the videos Lion and Animals follow
the same trend as lower QP values. Whereas, the videos Cheetah, Rainbow and Animation exhibit
good quality and their DMOS ranges between 41 to 60. For higher QP values ranging between 33
and 37, the DMOS ranges between 21 to 40 which corresponds to good video quality. This shows
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that for content compressed using VVC, the participants were unable to differentiate compression
artefacts even when compression level was higher. Similar trend can be seen for PVSs compressed
at QP =39 except for the Rainbow video sequence. Finally, for QP =41, the PVSs Lion, Rainbow
and Animation show DMOS values ranging between 41 to 60 which translates to fair video
quality according to the continuous quality scale in Tab. 3. Rest of the PVSs compressed at
QP =41 exhibit good quality.

The next subsections explain the subjective results further in detail from different perspectives.
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Figure 8: Bar Graphs for DMOS for HEVC and VVC Compressed videos for all eight QP values.
(a) Lion, (b) Cheetah, (¢) Rainbow, (d) animals, and (e) animation

4.3 Rate-Quality: DMOS vs. Bitrate

In this subsection, we have discussed the results in terms of rate-quality for both HEVC and
VVC compressed videos. A rate quality curve helps understand the bitrate requirements for a
video codec to encode at a certain quality level.

Observing the graphs in Fig. 9 it can be seen that for HEVC compressed video sequences,
excellent quality can be achieved at a bitrate ranging between 2.5 Mbps to 4 Mbps, for videos
that contain low to medium level spectral content in them. The markers in these figures represent
eight QP levels and the bitrates ranging between 2.5 Mbps to 4 Mbps correspond to QP 27 and
29. But for achieving excellent quality for videos containing high spectral content i.e., high motion
complexity, the bitrate ranges between 6 Mbps to 9 Mbps. This can be seen in Fig. 9¢ which shows
results for the video sequence Lion. Further it can be noticed that for achieving good quality
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level the bitrate requirements, for videos with low to medium motion complexity, range between
0.5 Mbps to 2 Mbps for HEVC compressed content. These bitrates correspond to QP values
ranging between 31 to 37. But this is not the case for videos containing high spectral content,
as it can be seen in Fig. 9c that for achieving good quality the bitrate needs to be between 2
Mbps to 5 Mbps. Regardless of the spectral content of the videos, for HEVC, excellent and good
quality levels can be achieved at bitrates ranging between 2.5 Mbps to 9 Mbps and 0.5 Mbps to 5
Mbps respectively. Further calculations show that HEVC compression in FHD videos can achieve
a compression ratio ranging between 119:1 to 390:1 while maintaining excellent quality and 198:1
to 1300:1 while maintaining good quality. The variations in bitrate requirement and compression
ratio is because every video contains different spatial and temporal complexity.
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Figure 9: Rate-quality curves depicting the variation of DMOS with bitrate for both HEVC and
VVC. (a) Lion, (b) Cheetah, (c) Rainbow, (d) animals, and (e¢) animation

For VVC compressed videos, it can be seen in Fig. 9 that the bitrate requirements are less
as compared to HEVC. For achieving excellent quality in VVC based compression, the bitrate
requirements range between 1 and 2.5 Mbps for videos with low-medium motion complexity.
These bitrates correspond to QP values of 27 to 31. Further for videos with same motion
complexity, good quality can be achieved with a bitrate ranging between 0.3 to 1 Mbps. These
bitrates correspond to VVC PVSs that are compressed at QP levels of 33 to 37 and in some
cases 39 as can be seen in Fig. 9. Like HEVC compressed videos, similar trend can be seen for
VVC compressed videos when it comes to videos containing high spectral content. Bitrate ranging
between 4 to 6 Mbps is required to achieve excellent quality and 1.5 to 4.5 Mbps is required to
achieve good quality. Overall, maintaining excellent video quality in FHD videos using VVC based
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compression is achievable at bitrates ranging between 1 to 6 Mbps and for good quality between
0.3 to 4.5 Mbps. Further calculations for VVC compressed FHD videos show that a compression
ratio ranging between 168:1 to 592:1 can be achieved while maintaining excellent video quality
and 299:1 to 1600:1 can be achieved while maintaining good quality.

It was mentioned in earlier sections of this paper, VVC being the potential successor of
HEVC promises upto 50% savings in terms of bitrate while maintaining same video quality. From
the results presented in this subsection it can be inferred that VVC compressed videos have a
significantly less bitrate as compared to HEVC compressed videos while maintain the same quality
levels. In Tab. 4 we have presented results in terms of bitrate savings for VVC codec as compared
to HEVC. It can be seen that VVC can achieve upto 40% of bitrate savings compared to its
predecessor HEVC.

Table 4: Bitrate savings (%) for VVC per PVS compared to HEVC

Compression level Bitrate savings (%)
A B C D E

QP 27 33.33 28.85 29.52 35.55 32.60
QP 29 21.13 31.40 30.14 37.94 27.18
QP 31 28.57 36.36 33.33 18.26 20.45
QP 33 35.29 39.47 27.40 36.11 30.30
QP 35 20.00 36.66 22.61 32.30 17.39
QP 37 23.36 31.18 14.93 6.05 10.04
QP 39 30.23 22.20 9.30 13.92 9.93
QP 41 26.06 15.75 6.15 11.27 4.64

In the next subsection we have summarized the performance of HEVC compared to VVC by
measuring the degree of overlap between the two codecs in terms of perceptual quality.

4.4 Degree of Overlap: VVC vs. HEVC in Terms of Quality

Tabs. 5 and 6 show the results in terms of continuous quality rating with five categories
namely excellent, good, fair, bad and poor as shown in Tab. 3. These five categories from both
tables are used to measure the degree of overlap between VVC and HEVC. A flag of ‘1’ assigned
if both video codecs exhibit same quality rating for a single test condition, otherwise ‘0’ is
assigned. Here test condition refers to compression level in terms of QP. For example, observing
Tabs. 5 and 6, it can be seen that the video sequence Animation has the same quality rating for
all eight test conditions for both VVC and HEVC video encoder. After assigning flags to each
test condition, following calculation is done to estimate the degree of Overlap for all the videos.

Sum of all Flags

% Degree of Overlap = -
0 e f P Number of test conditions

(6)

For each SRC, total test conditions were eight in terms of QP for both video encoders.
Using Eq. (6) we calculated the degree of overlap in terms of quality across both video encoders
and the results are shown in Fig. 10. It can be observed that the video sequence Rainbow
having high temporal and spatial complexity, has the lowest degree of overlap which amounts
to 62.5%, whereas the video sequence Animation has 100% degree of overlap. The clips Cheetah
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and Animals have the same degree of overlap that amounts to 75%, and the clip Lion shows
87.5% degree of overlap across both encoders. Finally, the overall degree of overlap for both video
encoders amounts to 71%.

Table 5: Continuous quality scale-based categorization of subjective DMOS for the HEVC com-
pressed videos

Video Quantization parameter (QP)
sequences

QP 27 QP 29 QP31 QP33 QP35 QP37 QP39 QP4l

Lion Excellent Excellent Good Good Fair
Cheetah Fair

Rainbow Good Fair Bad
Animals Excellent Good Fair
Animation Good Fair

Table 6: Continuous quality scale-based categorization of subjective DMOS for the VVC com-
pressed videos

Video Quantization parameter (QP)
sequences

QP 27 QP 29 QP31 QP33 QP35 QP37 QP39 QP4l

Lion Excellent Excellent Good Good Fair

Cheetah Good Good

Rainbow Fair

Animals Excellent Good Good

Animation Good Fair
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Figure 10: Degree of overlap across both video codecs in terms of perceptual quality
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This shows that VVC and HEVC have a high degree of overlap in terms of perceptual quality.
Observing Tabs. 5 and 6, it can be seen that VVC compressed videos exhibit better quality rating
in some cases, especially at higher compression levels, but 71% overlap means HEVC can provide
almost the same level of quality as VVC.

5 Conclusion

In this paper, a detailed subjective study was presented to compare two state-of-the-art video
encoders HEVC and VVC in terms of estimating the impact of compression on perceptual quality.
Eight different test conditions were used on five unique SRCs taken from VQEG-HD test dataset
which resulted in forty PVSs for each encoder. A subjective test comprising of 24 participants was
conducted in two separate phases for both HEVC and VVC processed videos. The subjective tests
were carefully planned, structured and conducted by strictly maintaining every recommendation
of ITU BT-500-14. We covered all the aspects of impact of compression artefacts, in terms of
QP, on perceptual quality by recording the subjective ratings from all the test participants and
processing them further to have valuable results.

Based on our findings, it can be concluded that for FHD videos VVC outperforms HEVC
significantly in terms of bitrate savings. Our results show that VVC can reduce bitrates upto 40%,
hence resulting in reduction of bandwidth and storage consumption, while maintaining same or
even better visual quality as HEVC. For achieving excellent video quality in compressed FHD
videos, VVC requires a bitrate of 1 Mbps to 6 Mbps which is substantially lower than what is
required by HEVC i.e., 2.5 Mbps to 9 Mbps. Furthermore, our findings conclude that in terms
of quality, there is an overall 71% degree of overlap across both the video encoders for all the
considered test conditions.

As mentioned earlier, the results from this study will be used to develop a video streaming
system for mobile healthcare and based on our reported results and findings, we conclude that
VVC can save substantial amount of bandwidth and storage as compared to its predecessor
HEVC. But HEVC, being commercially available for a long time qualifies for real time video
streaming applications, whereas VVC is relatively very new and has recently been standardized.
On the time of writing, VVC, in its current state, cannot be used in real-time video streaming
applications and services as the compression times are much higher as compared to HEVC. The
aim of this study was to estimate the performance of VVC as compared to HEVC for its future
use in real-time applications such as connected ambulance.
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