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ABSTRACT

Vehicle interior noise has emerged as a crucial assessment criterion for automotive NVH (Noise, Vibration, and
Harshness). When analyzing the NVH performance of the vehicle body, the traditional SEA (Statistical Energy
Analysis) simulation technology is usually limited by the accuracy of the material parameters obtained during
the acoustic package modeling and the limitations of the application conditions. In order to effectively solve these
shortcomings, based on the analysis of the vehicle noise transmission path, a multi-level objective decomposition
architecture of the interior noise at the driver’s right ear is established. Combined with the data-driven method,
the ResNet neural network model is introduced. The stacked residual blocks avoid the problem of gradient dis-
appearance caused by the increasing network level of the traditional CNN network, thus establishing a higher-
precision prediction model. This method alleviates the inherent limitations of traditional SEA simulation design,
and enhances the prediction performance of the ResNet model by dynamically adjusting the learning rate. Finally,
the proposed method is applied to a specific vehicle model and verified. The results show that the proposed meth-
od has significant advantages in prediction accuracy and robustness.
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Bulleted List

VK The adjacent upper-level design objective

L The proposed calculation level in the hierarchical decomposition architecture
Ly The total number of layers of the hierarchical decomposition architecture
k The number of design goals of the level

fr The prediction model

X; The design variable of the adjacent lower level

1 The number of design variables of the level

F(X) The optimization objective

P The number of design variables of the level

q The number of design variables of the level

Fy The optimization objective of the adjacent upper level

This work is licensed under a Creative Commons Attribution 4.0 International License, which
@ ® permits unrestricted use, distribution, and reproduction in any medium, provided the original

work is properly cited.


mailto:huanghaibo214@foxmail.com
mailto:yml_207@163.com
https://www.techscience.com/journal/SV
http://dx.doi.org/10.32604/sv.2023.044601
https://www.techscience.com/
https://www.techscience.com/doi/10.32604/sv.2023.044601

74 SV, 2023, vol.57

g An inequality constraint condition
h The equality constraint condition
X The design variable
a; The upper limits of the design variable x;
! The i-th channel of the l-layer feature map
ké. The j-th kernel, and b}“ is the j-th deviation in the corresponding layer
* The convolutional layer
cj“ The feature map of the j-th channel of the (L + /) layer
Vi The output feature after the pooling operation of the Oth feature map
Xpg The element R;; of the position (p, ¢) in the pooled region
wfj The weight of connecting neurons
L The loss of the t-th iteration is expressed
N The number of samples
Xiarget,i The true value of the i-th sample
X (Data pre-processing) The data to be normalized
X min(axis = 0) A vector of rows consisting of the smallest values in each column
X max(axis = 0) The row vector consisting of the maximum value in each column
max The maximum value of the interval to be mapped to, which defaults to 1
min The minimum value of the interval to map to, which defaults to 0
Xoia The result of normalization
Ci The optimization constraint cost
my, The weight
Ok The normalization constants of the optimization constraint cost ¢; and weight my
x,[-f], iz=1,2,...,8 The thickness parameter
xs], i3=9,10,...,16 The area ratio parameter

1 Introduction

The acoustic package of a vehicle plays a critical role in determining the acoustic characteristics within
the car. It not only reduces the noise level inside the vehicle but also allows for adjustments in sound quality
to meet customer expectations of ride comfort. Consequently, conducting high-precision prediction research
on the performance of the acoustic package is imperative for achieving the desired acoustic goals at the
vehicle level. The front bulkhead package, floor package, and wheel arch package are major structural
components responsible for shielding powertrain and tire noise sources, making them essential elements
of the overall acoustic package. The effectiveness of their sound insulation directly impacts the overall
Noise, Vibration, and Harshness (NVH) performance of the vehicle [1]. Furthermore, besides the noise
reduction and acoustic quality enhancement within the vehicle, a well-designed acoustic package can
contribute to vehicle lightweighting and cost reduction. Hence, investigating the enhancement of
automotive acoustic package performance holds significant practical and engineering importance.

Previous studies have commonly employed the traditional acoustic finite element method to analyze in-
car noise resulting from structural vibrations in automobiles [2]. However, this method is limited in its ability
to address low-frequency noise. In recent years, the application of Statistical Energy Analysis (SEA) theory
in automotive industry research has gained momentum [3]. SEA allows for the analysis of sound and
vibration energy flow in complex structures [4,5]. Furthermore, the utilization of large-scale simulation
software, such as VA-One, has contributed to the advancement of mid-to-high frequency noise analysis
within vehicles. For instance, Tang et al. [6] focused on vehicle floor structures and proposed two
optimization methods, namely increasing floor mat thickness and modifying their structure, to enhance



SV, 2023, vol.57 75

the sound insulation performance of commercial vehicle floors based on SEA modeling principles. The
simulation results demonstrated an error of less than 2 dB(A) when compared to experimental results,
affirming the accuracy of the SEA method. Similarly, Sun et al. [7] predicted road noise propagation in
automobiles, developed a comprehensive vehicle SEA model, and employed insertion loss measurement
techniques to rectify predicted noise transmission paths in SEA. The SEA method is simulated based on
basic parameters such as density, thickness, and pore structure of acoustic package materials [8,9] to
achieve performance prediction and optimization, which shows that its effectiveness in acoustic package
engineering is unquestionable. However, obtaining precise values for acoustic package material
parameters (e.g., porosity, viscous characteristic length, thermal characteristic length) and characteristic
parameters (e.g., modal density, internal loss factor, coupling loss factor) necessary for constructing the
SEA model poses challenges [10]. Consequently, the analysis of the NVH performance of the vehicle
body based on the simulation model based on the SEA method will not only reduce the research
efficiency, but also increase the research cost. The SEA simulation model can only be comparable to the
test results under some specific working conditions, and cannot be extended to any working conditions,
thus lacking generalization and confidence.

Despite the challenges associated with accurately extracting parameter values for the material and
characteristic parameters of the entire vehicle acoustic package through experimental processes, it is
relatively easier to obtain underlying parameters of the acoustic package, such as the thickness of each
material (e.g., sheet metal, sound insulation pads), the corresponding area proportions, coverage, and
sound insulation performance of each material [11]. In recent years, the development of big data and
artificial intelligence has highlighted the limitations of traditional simulation methods relying solely on
conventional software, particularly in dynamic and complex operating conditions. The flourishing
progress of data-driven approaches has significantly contributed to the advancement of acoustic packages.
The key advantage of data-driven methods lies in their ability to establish direct mapping relationships
between easily attainable underlying parameters of the acoustic package, effectively replacing the intricate
derivation relationships between acoustics and structural dynamics [12]. This, in turn, facilitates the
forward development of acoustic packages. Notably, researchers such as Haibo Huang have employed the
AdaBoost algorithm in combination with BP neural networks, extreme learning machines, and support
vector machines to analyze and predict the sound quality of in-cabin noise [13]. Additionally, Wang et al.
[14] utilized a neural network method to predict the sound insulation performance of ultrafine glass wool
pads. By incorporating input parameters such as thickness, surface density, and resin content of the
material, and output parameters such as sound transmission loss at three frequency points (1000, 2000,
4000 Hz), they established a neural network model that achieved the required accuracy in predicting the
sound insulation performance of the material. Therefore, the integration of data-driven methods offers
significant advantages in accurately predicting the sound insulation performance of acoustic packages.
Residual Neural Network (ResNet), an improvement over traditional CNN models [15], has demonstrated
successful applications in feature extraction, image recognition, and other domains by alleviating the
issue of vanishing gradients resulting from increased network depth [16]. As a result, the RseNet data-
driven method can solve the mechanism problem that the material parameters and characteristic
parameters of the acoustic package are difficult to accurately extract during the test process, and avoid the
limitations of the prediction method of traditional simulation software in dynamic and complex
application scenarios. This method provides a reference for the prediction of sound insulation
performance of acoustic packages.

Moreover, the relationship between the underlying parameters of the acoustic package and its overall
sound insulation performance exhibits a weak correlation. The transmission loss of components or paths
associated with the acoustic package holds higher relevance. If an adaptive learning model is directly
established without considering the sound insulation characteristics of the package components or paths,
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the complexity of the correlation between the underlying parameters and the top-level objectives significantly
increases. This may lead to underfitting and adversely affect prediction accuracy [17]. This issue arises due to
the lack of consideration for the sound and vibration transmission characteristics of the vehicle during the
forward development process of the acoustic package [1]. In reality, the performance of the acoustic
package is explicit to vehicle occupants, while its causes remain implicit. The acoustic package is not an
entirely independent structure; rather, it consists of numerous subsystems and components. Hence, to
predict in-cabin noise performance accurately, it is necessary to analyze and examine the key acoustic
package systems of the entire vehicle and evaluate the performance of the underlying subsystems across
multiple systems. Notably, researchers such as Haibo Huang from Southwest Jiaotong University
conducted an analysis and prediction of the sound quality of the automotive front-end system using a
multi-objective multi-level architecture [18]. They proposed a objective range optimization design and
solution method based on this approach, establishing a comprehensive solution for automotive NVH
forward design and fault diagnosis [19]. Furthermore, optimizing the overall vehicle acoustic package by
considering its performance, weight, and cost is crucial to reduce in-cabin noise and ensure driver
comfort. Therefore, in order to avoid the risk of underfitting and affecting the prediction accuracy by
using ResNet network to directly construct the mapping model between the underlying design parameters
and the top-level design objective (interior noise). This paper proposes a multi-objective hierarchical
decomposition architecture of interior noise from the perspective of noise transfer relationship and multi-
level decomposition under different working conditions. Combined with the data-driven method, the
multi-objective prediction and optimization of interior noise at different frequencies are carried out, and it
is applied to the interior noise at the driver’s right ear of a specific vehicle to verify, which can provide
reference for the analysis and prediction of vehicle acoustic package in the future.

For the prediction of vehicle interior noise performance, many nonlinear factors will be generated from
the bottom design parameters of the acoustic package to the top-level design objectives. In the research, the
disadvantages of the traditional SEA method should be eliminated and the complexity of data-driven
mapping should be reduced. The present study introduces two contributions: (1) The utilization of data-
driven techniques and hierarchical decomposition structure to analyze the accuracy of acoustic packages
in predicting in-vehicle noise under diverse operating conditions. To achieve this, ResNet residual neural
networks are employed, and the prediction accuracy is enhanced by implementing a dynamic learning
rate. (2) Simultaneous prediction of in-vehicle noise performance at multiple frequencies under different
operating conditions. To accomplish this, the paper proposes the DLR-ResNet approach for multi-
objective prediction of in-vehicle noise across 17 one-third-octave intervals.

The structure of this paper is as follows: (1) Section 2 provides a multi-level objective decomposition
architecture, and establishes a multi-objective prediction and optimization model of vehicle interior noise
combined with neural network, then introduces the structure of the ResNet neural network and combines
it with the dynamic learning rate method to propose DLR-ResNet with better prediction accuracy. (2)
Section 3 outlines the procedure for collecting noise and sound insulation data within the vehicle through
testing. (3) Section 4 employs the DLR-ResNet method to predict in-vehicle noise and optimizes its
performance using the Latin Hypercube experimental method. (4) Finally, Section 5 concludes the study
with a summary based on the preceding results.

2 Research Method

Fig. 1 introduces the process of using DLR-ResNet combined with multi-level target method to predict
and optimize vehicle interior noise, including three steps, each of which corresponds to Section 2, 3 and 4,
respectively.



SV, 2023, vol.57

Problem statement

M~ ———— ¥

Data pre-processing

v 2
. . Multi-objective prediction
Multi-level Ob_]CCSVC model of vehicle interior noise
Method propose

proposed
Multi-level objective
structure of vehicle interior
noise

based on DLR-ResNet
v

Prediction model
comparison and analysis

Prediction and

v optimization of veicle
DLR-ResNet method Optimization of vehicle interior noise and
proposed interior noise based on validation of the result

!

A4

Experimental design

v

Noise data measurement

multi-level objective

Optimization results
comparsion and analysis

)

Verification analysis

77

Spp———

Figure 1: Process of prediction and optimization of the vehicle interior noise

2.1 Multi-Objective Predictive Model for Interior Noise

According to the noise transfer relationship of the acoustic package and the forward development
process, the acoustic packages involved in the prediction of interior noise under different working
conditions can be divided into system level and flat level. Based on this, the multi-level objective
decomposition architecture of the interior noise acoustic package can be established as shown in Fig. 2.
Among them, the top-level design objective is the interior noise performance, and the adjacent lower-
level design variables connected to it are the Sound Transmission Loss (STL) performance indicators
of the main system (front wall system STL, floor system STL, hub package system STL) and the tire
noise sources under different working conditions. The adjacent lower-level design variables connected
to the main system-level acoustic package are the material composition, block thickness, and block
area of the parts. Among them, the tire noise source in the second level refers to the external noise
generated by the interaction between the tire and the road surface, the interaction between the tire and
the air, and the tire deformation measured by the microphone at the position of the front and rear
measurement points of each tire of the car. The multi-level objective decomposition architecture
[20,21] shown in Fig. 2 has the following two advantages: 1) The gradient decomposition of design
objectives and design variables according to the hierarchy is beneficial to reduce the design difficulty
and conforms to the development process of the acoustic package; 2) The existence of the middle
layer (system layer) reduces the nonlinearity and complexity of the whole prediction model, which can
more easily enhance the nonlinear prediction accuracy. In addition, it is worth mentioning that the
multi-level objective decomposition architecture shown in Fig. 2 is not fully connected between the
levels, which mainly depends on the overall correlation between the levels and the local coordination
within the levels, which is reflected in the forward design process and the acoustic-vibration
transfer relationship between the interior noise and the main system acoustic package so that the
decoupling or partial decoupling between the design variables of each level can be realized, which
further reduces the nonlinearity of complex problems and is conducive to improving the accuracy of
analysis and calculation.
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Figure 2: Multi-level objective decomposition architecture diagram of interior noise. xl[-LH] is the design

variable of the adjacent lower level, i is the design variables of the level, L is the proposed calculation
level in the hierarchical decomposition architecture, f; is the prediction model, which describes the
mapping relationship between the design variable and the design goal, yx is the adjacent upper-level
design objective

According to the decomposition architecture shown in Fig. 2, it is numerically modeled, that is, a multi-
objective prediction model of the acoustic package is established, as shown in Eq. (1):

{y,[”}, k=1,2, ..., K

y][cL] _ k[L] <x[1L+1]7 x[anLl]7 o )CELJrl])7 L=1,2, ..., L o
where, L is the total number of layers of the hierarchical decomposition architecture, L is the proposed
calculation level in the hierarchical decomposition architecture, yx, k=1, 2, ..., K is the adjacent upper-
level design objective, K is the number of design goals of the level, x;, i=1, 2, ..., I is the design
variable of the adjacent lower level, / is the number of design variables of the level, and f; is the
prediction model, which describes the mapping relationship between the design variable and the design
goal, therefore, the accuracy of the f; model is very important for the accuracy of the prediction results.
In this paper, the DLR-ResNet method is proposed as a prediction model for interior noise.

According to the hierarchical decomposition architecture of Fig. 2, the STL of the front wall system is
taken as an example. The third-level bottom design variable x? corresponding to the front wall system is used
as the input of the prediction model f;,. The STL of the front wall system can be solved by the ‘blind box
structure’ of the prediction model f; algorithm. The STL of the front wall system is also used as one of
the input values x; of the interior noise of the top-level vehicle, where the input value of the interior
noise is the calculation of the STL of other system levels with the front wall system. Finally, the second-
level system-level STL and tire noise source are used as the input value x? to predict the interior noise,
and the predicted value y! of the first-level interior noise is obtained through the prediction model f;.

2.2 Multi-Objective Optimization Model for Interior Noise

According to the multi-objective prediction model of interior noise above, it can be seen that interior
noise is the prediction goal of this paper, that is, the optimization goal, and the design variable is the
material composition, block thickness and block area of adjacent lower-level components connected to
the main system-level acoustic package.
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According to the decomposition architecture shown in Fig. 2, it is numerically modeled, that is, a multi-
objective optimization model of the acoustic package is established, as shown in Eq. (2):

min Fo(X) = {A(X), (X)), ..., (X))}, k=1,2, ..., K

X:[x17x27 "'7xi]T (2)

g(X)<0,j=1,2,...,p

aigxigbhizh 7"'71
(X)=0k=1,2 ..., ¢

where, Fi(X), k=1, 2, ..., K is the optimization objective of the adjacent upper level, K is the number of
design objectives of the level, x;, i=1, 2, ..., I is the design variable of the adjacent lower level, I, p and
g are the number of design variables of the level, f; is the prediction model, which is used to describe the
mapping relationship between the design variables and the design objectives. Therefore, the accuracy of
the f; model is very important to the accuracy of the optimization results, g is an inequality constraint
condition, / is the equality constraint condition, X represents the design variable, a; and b; are the upper
and lower limits of the design variable x;.

2.3 Introduction to the Structure of the ResNet Network

In this paper, the residual network is proposed to solve the problem that the performance of neural
networks decreases with the increase of network depth [22,23]. The typical residual network structure
includes the convolution layer, pooling layer, and fully connected layer, and the output type is determined
by using the Softmax (for classification) or Linear regression (for regression) function [24] before the
output layer. The residual network autonomously detects the shape of data features and calls the
activation function for convolution during the learning process through forward propagation, and this
paper needs to establish a regression model so that the nonlinear activation function rule is used. The
convolutional layer operates as follows:

At = (3 1 k0 3)

where, x! is the i-th channel of the I-layer feature map, kf/. is the j-th kernel, and b]1_+1 is the j-th deviation in the
corresponding layer. * represents the convolutional layer, c]’.Jrl is the feature map of the j-th channel of the

(L + 1) layer, and o(-) is the activation function.

The pooling layer downsamples the input feature map to reduce the data feature dimension [25]. The
commonly used pooling methods are Max pooling and Average pooling, which are respectively expressed
as Egs. (4) and (5):

0 0

> = max x 4)
i pack; P

o 0
) = — max x %)

where, y7; is the output feature after the pooling operation of the o-th feature map, and x;_ is the element R;; of
the position (p, g) in the pooled region. The fully connected layer connects each neuron in one layer to every
neuron in the other layer, and the forward propagation process of the fully connected layer is described as
follows:

S =m0 (©)
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where, wf.j is the weight of connecting neurons, ];1“ is the j-th output in the (/+ 1) layer, and other parameters
are similar to Eq. (3).

In addition, to forward propagation, convolutional neural networks also have back propagation
characteristics. The backpropagation process updates the model parameters based on the error calculated
by the loss function [26]. The loss function is the core index to determine the direction of the network
training process. In regression problems, the root mean square error loss is used to evaluate the error and
constrain the training process, which is defined as follows:

N _2
L= \/ UNY . (fi—f) (7)
where, L, is the loss of the t-th iteration is expressed, N is the number of samples, the f; and f; represent

respectively the true label and the predicted label, and RMSE can be used to test the model accuracy for
the regression network model, and its expression is as follows:

2
Xos = \/ Zj\;l (Xtarge]té - model,i) (8)

where, X;¢,i 1 the true value of the i-th sample, X401, 1s the predicted value of the i-th sample, and N is the
sample size.

Practically, as the number of layers deepens during the training process of the CNN network, the
problem of network gradient disappearance occurs. Huang et al. [27] proposed the ResNet neural
network, the central idea of ResNet is to slow down the gradient vanishing problem in CNN as the
number of layers increases through residual blocks and Shortcuts. When the network training reaches
saturation, the identity mapping layer (Residual block and Shortcut key) is added immediately afterward,
which not only does not lose gradients but also further enhances the performance of the network.

Compared with the CNN network structure, ResNet uses Shortcut connections [27], and the residual
block is shown in Fig. 3, and the input value a is directly passed to the final output as the initial result,
and the output result is S(a)= K(a)+ a, and when K(a)= 0, S(a)= a. Therefore, the ResNet learning
objective changes from S(a) to S(a) — a, and the residual result K(a) = S(a) — a. If the residual blocks have
different input and output dimensions, a weighted shortcut is introduced to fit the matrix dimensions. The
weighted shortcut is defined by the formula S(a) = K(a) + W* a, where W is a 1 x 1 convolutional layer
with the same number of filters as the K(a) output. Therefore, the residual result approaching 0 becomes
the later training objective, and the accuracy no longer decreases as the network deepens.

a
"
Weight layer
S(a) =K(a)+a
?ReLU

Figure 3: Structure of the residual block

Identity
a

Shortcut connenctions

The typical structure of ResNet is shown in Fig. 4, which includes the input layer, residual layer, and
output layer. Each residual layer structure contains multiple residual blocks. In this paper, the commonly
used residual blocks with the same input and output dimensions are shown in Fig. 4b. In the process of
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neural network training, adjusting the hyperparameters in the model is one of the most important factors, and
the learning rate is one of the most important parameters in the hyperparameters. This paper proposes a
method to optimize the model by dynamically adjusting the learning rate, to improve the accuracy of the
model and improve the prediction accuracy.

Input Output
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Figure 4: Structure of ResNet. (a) ResNet network with 2-layer residual blocks. (b) A residual block with
the same input and output dimensions

Although ResNet deep neural networks have many of the above advantages over CNN networks,
ResNet, like any model, has certain weaknesses, such as requiring a large amount of data for training and
reasoning, over-reliance on data, and in some cases, ResNet may overfit, resulting in poor generalization.
Therefore, this paper weakens the problem of directly using ResNet by combining the ResNet neural
network with the multi-level objective decomposition architecture of the acoustic package described in
Section 2.1.

3 Experimental Test

The test data for this study was obtained from a real vehicle test conducted on a class A car. To minimize
the impact of varying noise environments on the interior noise test data, two specific working conditions
were selected: medium speed and high speed of the hub belt vehicle. The interior noise, specifically
above 200 Hz, was considered as representative of the overall interior noise. In accordance with the
International Society of Automotive Engineers standard SAE J1400 [28], the experiment followed a
prescribed test method. A GRAS.32 HF microphone [21,29,30] was positioned to record the interior
noise above the driver’s seat on the right side, as well as the interior noise above the left side of the right
rear passenger seat (as depicted in Fig. 5). Given that the influence of interior noise is minimal at low
speeds, the experiment was conducted at speeds of 60 and 120 km/h. The LMS Scadas data acquisition
system [31] was employed, with a sampling rate of 48 kHz and a signal length of 10 s, to record the
interior noise. The vehicle data test was conducted in a drum anechoic chamber, while the hub data was
collected by driving the vehicle. During the experiment, the rotation speed of the hub (medium speed
60 km/h and high speed 120 km/h) was set to control the rotation speed of the tires, and the microphone
was placed at the two measurement points of the four tires at the front and rear of the tires to obtain the
tire noise source data at different speeds of the hub car, and a recorder was placed in the cabin.
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In addition, to collect enough data to establish the mapping model between the acoustic package
parameters and the interior noise of the vehicle with different frequencies, different acoustic package
schemes are introduced in the test. According to the sound insulation characteristics, the main acoustic
package of the test vehicle can be divided into five major systems: front panel, front floor, rear floor,
front hub pack, and rear hub pack, as shown in Fig. 5. It is worth noting that the focus of this study is the
tire noise from the vehicle chassis; therefore, the STL of the roof system is omitted in the analysis. Fig. 6
shows the interior noise collected at the right ear of the car driver’s seat at the speed of 60 and 120 km/h.
It can be concluded from Fig. 6 that the interior noise collected on the driver’s seat has the largest noise
peak at 1250 Hz frequency. Therefore, the fourth chapter explains the performance prediction accuracy at
1250 Hz and optimizes the peak.

To further analyze the relationship between the performance of the acoustic package and the sound
quality of the interior noise, the STL characteristics of the acoustic package system and components were
measured by the reverberation chamber-anechoic chamber combination [32], and the sound insulation
transmission performance of the acoustic package material was evaluated [33]. Anechoic chamber is an
extremely important experimental place in acoustic experiments and noise tests, its function is to provide
a low-noise test environment in free field or semi-free field space, and adopt good sound insulation and
seismic isolation devices to avoid interference from the external environment. The reverberation chamber
is considered to be a special test chamber for the introduction of diffuse sound field. According to the test
method reference to the International Society of Automotive Engineers standard SAE J1400-2017 [28],
the test insulation sample is installed on the middle wall of the reverberation chamber-anechoic chamber,
and clamps and sealing putty are used to prevent noise leakage. Two dodecahedron spherical sound
sources are placed at two diagonal corners of the reverberation chamber to generate white noise with a
total sound pressure level [34] of 100 dB. The difference between the sound power of the anechoic
chamber and the reverberation chamber is the STL of the tested sample, as shown in Fig. 7. Through the
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test equipment (Detailed equipment information is shown in Table 1) and test location shown in Fig. 7, 5
STLs of 64 sound insulation systems were collected. Figs. 8a—8e show the sound insulation performance
of the main acoustic package systems.
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Figure 7: STL acquisition of the main acoustic package system using a reverberation chamber-anechoic
chamber

Table 1: System sound insulation performance test equipment

Equipment Type Instrumentation manufacturer
1 16-channel data acquisition front-end SIMENS-SCM?2 SIMENS

Sound pressure transducer BSWA-MPA201 BSWA
3 Acoustic pressure sensor calibrator BSWA-CA114 BSWA

(Continued)
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Table 1 (continued)

Equipment Type Instrumentation manufacturer
4 Volume sound source Bruel-M4292 Bruel
5 Sound intensity probe Bruel-3654 Bruel
6 Microphone GRAS-32HF GRAS
7 Computer HP-AMD Ryzen5 Hewlett-Packard
8 Data acquisition software Simcenter. Testlab18 SIMENS

In addition to the acoustic characteristics of acoustic package systems and components, acoustic
materials consisting of acoustic package components are also crucial. Due to the large number of acoustic
materials and their many general parameters, automotive companies generally build acoustic database
systems for parameter invocation.
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Figure 8: (Continued)
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Figure 8: The acoustic insulation performance of the main system of the acoustic package. (a) STL of the
front wall system. (b) STL of the front floor system. (c) STL of the rear floor system. (d) STL of the left rear
hub pack system. (e) STL of the right rear hub pack system

As shown in Fig. 8a, the sound insulation of the front wall system increases with the increasing layer of
frequency value, but at high frequencies, the sound insulation of the front peripheral system will suddenly
decrease due to the anastomosis effect of sheet metal; As shown in Figs. 8b—8c, the sound insulation of
the floor system slowly increases with the increase of frequency value at low frequencies, because the
material properties of carpets and acoustic insulation pads are different, and carpet materials generally
have better sound insulation performance than acoustic insulation mat materials, so that the floor sound
insulation amount will increase suddenly at medium frequencies, and when it comes to high frequencies,
the increasing trend becomes gentle; As shown in Figs. 8d—8e, the sound insulation of the hub pack
system increases linearly with frequency throughout the frequency band.

4 Application and Validation of Method

4.1 Data Pre-Processing

Before building the prediction model of the sound insulation performance of the vehicle body system, it
is necessary to prepare relevant data and preprocess the data. The collection of samples is mainly obtained
through relevant sound insulation performance tests. The tire noise source data is obtained through bench
tests. The collected samples are cleaned to reduce data noise. After completing the data pre-processing,
because the data dimension and value will have a certain impact on the modeling, it is necessary to
further normalize the data set [35,36]. Normalization is to convert the eigenvalues of the sample to the
same dimension and map the data to the [0, 1] interval. The MinMaxScaler function is used to normalize
the input data and denormalize the output results. The expressions are as follows (Egs. (9) and (10)):

X — X.min(axis = 0)
X.max(axis = 0) — X. min(axis = 0)

KXowa = (9)

KXicated = Xsta * (max — min) + min (10)

where, X is the data to be normalized, usually a two-dimensional matrix; X.min(axis = ) is a vector of rows
consisting of the smallest values in each column; X.max(axis= () is the row vector consisting of the
maximum value in each column; max is the maximum value of the interval to be mapped to, which
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defaults to 1; min is the minimum value of the interval to map to, which defaults to 0; X, is the result of
normalization; X,.4.q 1S the result of denormalization.

The software used for this article is Python 3.9, the deep learning library used is Pytorch 1.10.2, and the
AMD Ryzen 5 4500U with Radeon Graphics and 16 G memory is configured.

4.2 Prediction of Vehicle Noise Based on ResNet Network

Through the experimental test, the accurate interior noise data under different working conditions, the
transmission loss of the main system acoustic package system, and the underlying parameters obtained from
the database are obtained. Based on the improvement of the data samples, the ResNet method using the
dynamic learning rate is introduced and combined with the multi-level objective decomposition
architecture to establish an effective acoustic package forward development model suitable for
engineering applications. For the sound insulation performance objective, when constructing the third-
level to the second-level model, a plate-level basic data prediction system-level transmission loss
prediction model is established. The thickness area ratio of sheet metal and sound package sound
insulation pad materials and the sound insulation corresponding to 17 one-third frequency doubling
points of each thickness are used as inputs, and the main system-level transmission loss corresponding to
each plate level is used as output. When constructing the second-level to the first-level model, the main
system sound package and tire noise source are used as the input of the model, and the interior noise (the
interior noise in the driver’s right ear) is used as the output of the model. In the test results, 400 groups of
samples were randomly selected as the training set, the remaining 100 groups were used as the test set for
learning, and the root mean square error (RMSE) index is used to test the accuracy of the model, the root
mean square error formula is visible (8), the closer the RMSE index is to 0, the higher the accuracy of
the model, the smaller the error of the predicted value, and the generalization of the model is strong. For
the adjacent levels in the multi-level objective decomposition architecture, the two-layer DLR-ResNet
network is selected as the sub-model for modeling. The number of input layer nodes of each sub-model is
the input data dimension, and the output layer is the result after a full connection.

After network learning, the prediction results and model accuracy at 17 one-third frequencies can be
obtained. As shown in Figs. 9 and 10, the prediction results and statistical errors of models f;''! and £;*!
in the training set and test set are shown, respectively. Among them, the maximum relative error of the
above model is 4.52% of i'"! and 4.74% of £;'" in the training set and the test set, respectively. Table 2
counts the accuracy of the training set and the test set of each sub-model in the multi-level model under
the frequency of 1250 Hz objective, and uses the root mean square error RMSE of frequency to evaluate.
Fig. 11 compares the accuracy of the second-level to top-level prediction models under different
frequency objectives using the CNN network, traditional ResNet network, and DLR-ResNet network
proposed in this paper. Firstly, the results of Table 2 show that the RMSE of the first-level model is lower
than 0.05 at the frequency of 1250 Hz, and the RMSE value of £;!"! is less than 0.03. At the same time,
the RMSE of the second-level model is not higher than 0.04. Secondly, the comparison results of Fig. 10
show that the proposed method has higher accuracy, and the introduced DLR-ResNet method is effective
and generalized in the multi-objective prediction of vehicle interior noise.

4.3 Optimization and Verification of Acoustic Package Solutions

In the previous chapter, the multi-objective prediction of vehicle interior noise has been analyzed,
especially the model accuracy at 1250 Hz is explained. Therefore, both local accuracy and overall
accuracy show that DLR-ResNet residual network has more prominent advantages in the performance
prediction of vehicle interior noise, and has better robustness and generalization. Therefore, based on the
multi-level objective decomposition architecture of vehicle interior noise and the DLR-ResNet model, the
multi-objective optimization of the sound pressure level of vehicle interior noise at 17 one-third octaves
is carried out, in which weight and cost are taken as constraints. Finally, an example is given according to
the optimization results of vehicle interior noise peak at 1250 Hz proposed in Section 3.
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Figure 9: Trained and tested results of model /1! (Interior noise in the driver’s right ear). (a) Comparison of
the in-vehicle noise training results with the curve of the training set label. (b) Comparison of the in-vehicle
noise test results with the curve of the test set label. (c) Box plot of absolute error of training set. (d) Box plot
of the absolute error of the test set. (¢) Box plot of relative error of training set. (f) Box plot of relative error of
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Figure 10: Trained and tested results of model ;' (Front wall system). (a) Comparison of the training
results of the STL of the front wall system with the curves of the training set labels. (b) Comparison of
test results of the STL of the front wall system with the curve of the test set label. (c) Box plot of
absolute error of the training set. (d) Box plot of absolute error of the test set. (¢) Box plot of the relative
error of the training set. (f) Box plot of the relative error of the test set
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Table 2: The accuracy of the multi-level architecture model on the training set and testing set (1250 Hz)

Data set Objective First-Second level (RMSE) Second-Third level (RMSE)
Rmse (£;*1)=0.032
Rmse (5%1)=0.029
Training set RMSE Rmse (£;1')=0.026 Rmse (£%)=0.030
Rmse (£?1)=0.028
Rmse (f5121)=0.031

Rmse (£;*')=0.038
Rmse (£4)=0.032
Testing set RMSE Rmse (£;')=0.028 Rmse (£%)=0.033
Rmse (£21)=0.031
Rmse (f5*1)=0.034
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Figure 11: Comparison of prediction accuracy of the three methods (RMSE of the second-first level)

1/3 octave band/

Combined with the economic principle of actual acoustic package development, the weighted constraint is
introduced to set different weight coefficients for cost and weight. In this study, to make the optimization results
more universal, the weight coefficients of cost and weight are designed to be 0.5 and 0.5. The design variables
are all five main systems: the front wall system, the front floor system, the rear floor system, the left rear hub
package system, and the right rear hub package system. The block thickness and the area ratio of different
thicknesses of each component of the front wall system, the front floor system, the rear floor system, the
left rear hub package system, and the right rear hub package system. According to the engineering
feasibility, the design space is in the range of £20% of the variables based on the original value. There are
two constraints: 1) The maximum thickness of the acoustic package of each main system is not greater than
its maximum thickness in the original state, and 2) The sum of the area ratios corresponding to different
thicknesses of each component is 100%. The established optimization model is shown in Eq. (11):
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min {yLL]}, k=12, ..., K
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where, L¢ is the total number of layers of the hierarchical decomposition architecture, L is the quasi-
calculated hierarchy in the hierarchical decomposition architecture, y;, k=1, 2, ..., K is the adjacent
upper-level design objective, K is the number of design goals of the level, x;, i=1, 2, ..., [ is the design
variable of the adjacent lower level, / is the number of design variables of the level, and f; is the
prediction model. J; are respectively the normalization constants of the optimization constraint cost cj

and weight my. Generally, the statistical mean of the data set objective is taken. When xl[-j], iz=1,2, ...,
B3]

8 is the thickness parameter, x;.°, i3 =9, 10, ..., 16 is the area ratio parameter.

The Latin hypercube algorithm has the advantages of good scalability and non-degeneration [37,38].
Therefore, the Latin hypercube experimental design is used for sampling, 15 factors are designed, and
500 levels are generated. The Latin hypercube experimental design is solved as Eq. (11). The optimized
parameter results are shown in Table 3, and the multi-objective prediction results and measured results
obtained according to the optimized parameters are shown in Table 4.

Table 3: Performance optimization design parameters for the main system (Front wall system, Front floor
system, etc.)

Part name Material ~ Original thickness Original area Optimized Optimized area
name (mm) ratio (%) thickness (mm) ratio (%)
Front wall 45 Steel 0.8 30.0 0.9 28.0
metal
1.0 70.0 1.2 72.0
Out-front Fiber glass 15.0 28.0 16.0 26.0
wall pad
25.0 72.0 27.0 74.0
In-front wall PU foam 6.0 36.0 5.5 34.0
pad
11.0 64.0 10.0 66.0
Cotton felt 4.0 27.0 6.0 26.0

(Continued)
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Table 3 (continued)

Part name Material ~ Original thickness Original area Optimized Optimized area
name (mm) ratio (%) thickness (mm) ratio (%)
6.0 73.0 8.0 74.0
Front floor 45 Steel 0.7 29.0 0.9 35.0
metal
1.2 61.0 1.3 65.0
Front floor = PU foam 5.0 33.0 7.0 30.0
carpet
12.0 67.0 11.0 70.0
Cotton felt 3.0 28.0 4.0 24.0
5.0 72.0 5.0 76.0

Table 4: Interior noise optimization results and measured results at 1250 Hz

State SPL (dB) Cost (yuan) Weight (kg) Constraint weighted value
Original state 59.6 502 251 1.045
Optimized result Predicted value 57.2 486 237 0.92
Measured value 57.4 489 240 0.95

Note: The above results are optimization results at 1250 Hz frequency, as well as other frequency analyses, and the optimization results are reduced
compared with the original data.

According to Table 4, the sound pressure level [39], cost, and weight of the vehicle interior noise in the
original state at 1250 Hz are 59.6 dB, 502 yuan, and 251 kg, respectively. The sound pressure level of the
vehicle interior noise optimized based on the multi-level architecture model is reduced by 2.4 dB. To
verify the optimization effect, the main system acoustic package corresponding to the interior noise of the
vehicle is adjusted according to the optimization state, and verified in the reverberation chamber-anechoic
chamber. The measured interior noise is 57.4 dB, the cost is 489 yuan, and the weight is 240 kg. The
predicted results are close to the measured results. The relative error of the two performances is 0.8%,
which is an allowable error range in the actual project. Therefore, the accuracy and effectiveness of the
proposed method are verified.

In order to reduce the problem of overfitting or over-reliance on data reasoning caused by neural
networks, this section builds a multi-level objective decomposition architecture, and with the support of
this mechanism, ResNet neural networks are introduced to make multi-objective prediction of top-level
in-vehicle noise at different frequencies, and compare with CNN networks and the prediction results of
DLR-ResNet networks proposed in this paper. The results show that the DLR-ResNet network proposed
in this paper has the advantages of higher accuracy and generalization for multi-objective prediction of
acoustic packets, and the DLR-ResNet network model is selected as the optimization tool for acoustic
packets, and the Latin hypercube experimental design is used as a means of multi-objective optimization,
and the optimization results are close to the measured results, which verifies the accuracy and
effectiveness of the proposed method.
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5 Conclusion

This paper presents the DLR-ResNet approach, which aims to analyze the in-cabin noise performance in
automobiles across 17 one-third octave bands. By considering the noise transmission relationship and
hierarchical objective decomposition, a multi-level objective prediction and optimization method for the
acoustic package is proposed and validated using an actual vehicle model. The DLR-ResNet method
achieves a prediction accuracy of over 98% for the interior noise performance at each frequency,
surpassing both the basic CNN model and the simple ResNet model. Furthermore, the study constructs a
multi-level architecture model for vehicle interior noise, reducing the nonlinearity and complexity of the
overall prediction model. This approach also mitigates the limitations associated with model training
caused by excessive design parameters and parameter redundancy. The optimization results based on this
model closely align with the measured results, with a relative error of only 0.8% for the two performance
objectives. The optimized measured results indicate improvements of 3.6%, 2.6%, and 4.4% in vehicle
interior noise performance, cost, and weight, respectively, compared to the original values. These findings
confirm the effectiveness and accuracy of the proposed method.

The prediction and optimization methods proposed in this paper for the multi-objective acoustic package
performance research can provide some reference for subsequent scholars. However, this paper only studies
the sound insulation performance and interior noise of the body system for a certain A-class model, and it is
necessary to further explore and test more models in the next research to improve the migration ability and
generalization ability of the model. However, the optimization of acoustic package only adopts the method of
experimental design, which has certain limitations, and there may be situations where the optimization result
is not optimal, so in the next step of research, multi-objective intelligent optimization algorithm can be used
to explore, such as multi-objective particle swarm optimization algorithm, multi-objective genetic algorithm,
NSGA-II algorithm, etc., and better combine the intelligent optimization algorithm with the machine learning
prediction model.
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