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ABSTRACT

The accumulation of defects on wind turbine blade surfaces can lead to irreversible damage, impacting the aero-
dynamic performance of the blades. To address the challenge of detecting and quantifying surface defects on wind
turbine blades, a blade surface defect detection and quantification method based on an improved Deeplabv3+
deep learning model is proposed. Firstly, an improved method for wind turbine blade surface defect detection,
utilizing Mobilenetv2 as the backbone feature extraction network, is proposed based on an original Deeplabv3+
deep learning model to address the issue of limited robustness. Secondly, through integrating the concept of pre-
trained weights from transfer learning and implementing a freeze training strategy, significant improvements have
been made to enhance both the training speed and model training accuracy of this deep learning model. Finally,
based on segmented blade surface defect images, a method for quantifying blade defects is proposed. This method
combines image stitching algorithms to achieve overall quantification and risk assessment of the entire blade. Test
results show that the improved Deeplabv3+ deep learning model reduces training time by approximately 43.03%
compared to the original model, while achieving mAP and MIoU values of 96.87% and 96.93%, respectively.
Moreover, it demonstrates robustness in detecting different surface defects on blades across different back-
grounds. The application of a blade surface defect quantification method enables the precise quantification of dif-
ferent defects and facilitates the assessment of risk levels associated with defect measurements across the entire
blade. This method enables non-contact, long-distance, high-precision detection and quantification of surface
defects on the blades, providing a reference for assessing surface defects on wind turbine blades.
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1 Introduction

With the rapid increase in the number of wind turbines and the continuous enlargement of wind turbine
blade sizes, blade damage has emerged as a critical factor constraining the further development of the wind
power generation industry [1,2]. Wind turbine blades, serving as the decisive components of wind power
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generation systems, suffer significant consequences on wind power efficiency and safe operation when
damaged. Common blade damage includes surface Cracks, Spalling, Corrosions, and Holes. These
damages have the potential to lead to surface alterations in blade aerodynamic efficiency, subsequently
impacting a decrease in power output and the occurrence of safety incidents. This can severely affect the
stable operation and economic benefits of wind farms.

To promptly detect damage to wind turbine blades and implement timely maintenance measures,
scientifically effective blade damage detection technologies are of paramount importance. The existing
damage detection technologies, mainly relying on strain measurement, acoustic emission, ultrasound,
thermal imaging, vibration, etc., have been applied in the detection of wind turbines. Blade damage
detection based on strain measurements indirectly assesses blade damage through the temperature or
strain-induced expansion or contraction of the blades [3]. However, this method requires strain sensors to
be installed on the surface of the blade or embedded in the blade layer, which can cause unnecessary
damage to the blade and affect its aerodynamic performance [4]. Acoustic emission, ultrasonic, and
thermal imaging detections can be conducted through non-contact methods [5—7]. Acoustic emission and
ultrasonic testing equipment often find it difficult to detect surface defects on installed wind turbine
blades, and operators require a certain level of professional knowledge. Consequently, these methods
have not been widely applied in the field of blade surface defect detection. Vibration-based detection
methods primarily focus on the identification of abnormal vibrations caused by irregular vibrations and
deformations [8]. Vibration-based detection methods require the acquisition of vibration data through
sensors such as displacement sensors and acceleration sensors. However, displacement sensors often
require a fixed base for measurement while acceleration sensors must be affixed to the blades. The unique
structure of the blades is not conducive to sensor installation. Specifically, sensors require extensive cable
laying, which leads to significant labor costs. Furthermore, in wind farm environments, the lack of power
supply often makes it impractical to use sensors for detecting numerous turbine blades. Despite the
maturity of wireless sensor technology being gradually applied in structural health monitoring, the
complexities related to data transmission, time synchronization, and power consumption have not been
adequately addressed, thus preventing its widespread adoption in blade detection [9].

In recent years, with the continuous development of computer technology and the ongoing updates in
hardware, a plethora of computer vision-based structural health monitoring methods have been applied in
practical engineering [10—13]. Computer vision utilizes visual sensors to acquire data, achieving non-
contact, non-destructive, high-precision, and long-distance structural health monitoring. Therefore, vision-
based detection methods are greatly favored by engineers in the field of engineering. Feng et al. [14]
employed a template-matching algorithm to conduct vision-based dense full-field displacement
measurements on a simply supported beam. Additionally, they performed on-site testing with passing
trains on the Manhattan Bridge, thereby validating the real-time capability and multi-point measurement
capability of the vision sensors. Jiang et al. [15] developed a vision based lightweight convolutional
neural network, combined with drone image acquisition, for detecting and locating bridge cracks, peeling,
and corrosion. Johns et al. [16] conducted experimental verification of crane load positioning for curtain
wall installation under challenging lighting conditions using a computer vision measurement algorithm
without landmark points. Shao et al. [17] proposed an advanced binocular vision system for aimless full-
field 3D vibration displacement measurement of civil engineering structures, which is easier to achieve
accurate 3D vibration displacement measurement. Visual-based structural health monitoring is an
emerging technology that has found applications in diverse fields. This method relies exclusively on
cameras or unmanned aerial vehicles for capturing images and obtaining sensor-consistent measurements.
Consequently, it presents a more cost-effective alternative to traditional detection methods, which
typically entail the use of costly instruments, equipment, and extensive human resources. Thus,
integrating computer vision can serve as a valuable complement to conventional approaches.
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Vision-based detection methods can effectively facilitate remote and precise monitoring of wind turbines
in the operational environment. Numerous researchers have conducted studies on the health monitoring of
wind turbine structures using visual methods [18,19]. With the continuous development of deep learning
technology and the improvement in hardware computing capabilities, the performance and application
scenarios of blade surface defect detection have been significantly enhanced. Although the requirement
for a large number of high-resolution images and the considerable time investment for training and image
annotation, deep learning can be effectively applied to diverse real-world detection tasks once the surface
defect features are determined. Therefore, the time costs associated with training and annotation are
deemed acceptable in long-term monitoring tasks, given the benefits derived from the trained model.
Yang et al. [20] proposed an image recognition model based on deep learning networks that utilize
transfer learning and an ensemble learning classifier based on random forests. This model is employed to
automatically extract image features, enabling accurate and efficient detection of damage to wind turbine
blades, but it does not involve defect classification. Haciefendioglu et al. [21] utilized multiple pre-trained
Convolutional Neural Network (CNN) models alongside Score-CAM visualization techniques to
characterize icy regions, ice density, and lighting conditions on wind turbine blades. Guo et al. [22]
proposed a hierarchical recognition framework for wind turbine blade damage detection and
identification, composed of Haar-AdaBoost steps for region proposals and a CNN classifier for damage
detection and fault diagnosis on the blade. However, this framework only performs bounding box
detection for blade damage and does not achieve high accuracy. Zhu et al. [23] proposed a deep learning-
based image recognition model called “Multivariate Information You Only Look Once” (MI-YOLO),
which effectively detects surface cracks on wind turbine blades, especially light-colored cracks. However,
this model has limitations as it performs bounding box detection without semantic segmentation and is
primarily focused on detecting cracks, making it less versatile in detecting other types of defects. Zhang
et al. [24] proposed a deep neural network called Mask-MRNet for detecting wind turbine blade faults
based on images captured by UAV (unmanned aerial vehicle). Despite the deep neural network of Mask-
MRNet employing masks for blade surface defects, there still exist issues regarding low detection
accuracy and imprecise mask coverage. While there have been numerous research achievements in
visual-based detection of blade surface defects, there still exist challenges related to unclear classification
of these defects, limited detection methods, and insufficient monitoring accuracy. Therefore, there is a
pressing requirement for an automated, fast, and highly accurate method for blade detection and assessment.

This paper focuses primarily on the issue of detecting and assessing surface defects on large wind turbine
blades. The specific sections are as follows: Section | provides an overview of the entire study and highlights
the limitations within the domain of surface defect detection on wind turbine blades. Section 2 introduces the
principles of the Deeplabv3+ deep learning model and proposes an improved method for wind turbine blade
surface defect detection based on the Deeplabv3+ deep learning model, incorporating the
Mobilenetv2 backbone feature extraction network and transfer learning concepts. In Section 3, surface
defect images obtained after detection are utilized for defect quantification. These images are then
combined using image stitching principles to provide an overall evaluation of the surface damage
condition of the blade. In Section 4, the method proposed in this paper is validated through training. The
robustness of the improvement made to the Deeplabv3+ deep learning model is verified by adjusting
different models and hyperparameters. Section 5 involves the detection of blade surface defects and the
assessment of damage status through practical testing. Section 6 provides a summary of the main
conclusions of this study.

2 Improved Deeplabv3+ Deep Learning Model

Most existing methods for blade surface defect detection rely on bounding box methods. However, these
methods frequently struggle to accurately and intuitively capture the distinctive characteristics of defects.
Semantic segmentation involves taking certain original images as input and transforming them into masks
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that highlight regions of interest, where each pixel in the image is assigned a category ID based on the object
it belongs to. Therefore, semantic segmentation can represent defect characteristics more accurately and
intuitively. The precise classification of blade surface defects is essential for swiftly evaluating blade
health. Addressing the multi-class semantic segmentation task concerning blade surface defects is an
imperative concern that requires attention.

2.1 Deeplabv3+ Deep Learning Model

Deeplabv3+ is a deep learning model proposed by the Google research team, primarily designed for
semantic segmentation tasks [25]. Deeplabv3+ performs exceptionally well in semantic segmentation
tasks, effectively and accurately segmenting different objects and regions within images. The overall
framework of the Deeplabv3+ deep learning model is shown in Fig. 1. Deeplabv3+ comprises two
primary components: an Encoder, which performs image feature extraction, and a Decoder, responsible
for result prediction. After the original image is fed into the Encoder, it utilizes a DCNN (Deep
Convolutional Neural Network) to extract deep-level and shallow-level features. Deep features undergo
more down-sampling, resulting in smaller receptive fields, while corresponding shallow features have
larger receptive fields. After extracting these two types of features, it is fused in the Decoder. Shallow-
level features through feature fusion with deep-level features through a 1 x 1 convolution, followed by
four up-sampling operations. Finally, the segmented image is obtained through a 3 x 3 convolution and
four additional up-sampling operations. The Deeplabv3+ deep learning model performs a Resize
operation on the final obtained semantic segmentation image, ensuring that the resulting image size
remains the same as the original image.
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Figure 1: Deeplabv3+ deep learning model network framework

The Deeplabv3+ deep learning model incorporates a significant number of Atrous convolutions in the
Encoder section. Atrous convolutions enhance the receptive field without losing information, ensuring that
each convolutional output contains a broader range of information. In 2D image signal processing, for each
position i on the output feature map y and the convolution filter w, the Eq. (1) for applying Atrous
convolution on the input feature map x is as follows:

i = xli+ r - Kwik] (1)
k

where 7 is the rate at which subsampling is applied to the input signal.
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Fig. 2 shows the feature extraction process of an Atrous convolution with a kernel size of 3 x 3, a dilation
rate of 2, a stride of 2, and no padding operation. Atrous convolution uses intervals for convolution
operations. When the dilation rate is 1, it becomes equivalent to regular convolution. In the convolution
operation of Atrous convolution, it is employed to effectively expand the receptive field of output units
without increasing the kernel size, which proves particularly advantageous when multiple dilated
convolutions are stacked together. For semantic segmentation tasks involving multiple objects and small-
sized objects, Atrous convolution can effectively increase the receptive field, thus achieving more precise
segmentation results. Hence, the Deeplabv3+ deep learning model, with Atrous convolution as its
foundational framework, excels in image segmentation tasks and is regarded as a new pinnacle in
semantic segmentation.

Figure 2: The process of feature extraction using Atrous convolution

The Deeplabv3+ deep learning model employs the ASPP (Atrous Spatial Pyramid Pooling) module in
its Encoder to extract deep-level features from images. ASPP enhances the ability of the network to capture
multi-scale context without reducing down-sampling, thereby increasing the network’s receptive field. The
ASPP module consists of a 1 x 1 regular convolution, three 1 X 1 Atrous convolutions with dilation rates of 6,
12, and 18, and pooling operations. The feature maps are subjected to convolution and pooling operations,
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followed by feature stacking. After the stacking process, a 1 x 1 regular convolution is applied to generate the
output feature map. The ASPP module plays a significant role in the Deeplabv3+ deep learning model and
constitutes a vital component of the Deeplabv3+ framework. In this paper, Deeplabv3+ serves as the
foundation for constructing a detection model focused on blade surface defects.

2.2 Deeplabv3+ Deep Learning Model

The primary feature extraction in the Deeplabv3+ deep learning model is based on the Xception
network. However, the Xception network is relatively complex, and compared to some simpler network
architectures, its training may require more time and computational resources [26]. Therefore, to address
this concern, this paper adopts the more lightweight Mobilenetv2 network as the feature extraction
network for the Deeplabv3+ deep learning model.

Mobilenetv? is a lightweight deep neural network proposed by the Google team in 2018 [27]. Compared
to traditional convolutional neural networks, Mobilenetv2 significantly reduces model parameters and
computational complexity while slightly lowering accuracy, making it more suitable for lightweight
operations. The Mobilenetv2 network utilizes the Inverted Residual block structure, with the entire
Mobilenetv2 architecture being comprised of Inverted Residual blocks. The Inverted Residual block is
shown in Fig. 3. The first part starts by utilizing a 1 X 1 convolution for dimension expansion,
simultaneously applying BN (Batch Normalization) for normalization, and activating with the
ReLU6 function. Subsequently, a 3 x 3 depth-wise separable convolution is employed for feature
extraction, succeeded by dimension reduction through a 1 X 1 convolution. The second part serves as the
residual shortcut, directly outputting the input feature matrix. The entire Inverted Residual block structure
is obtained by adding together the outcomes of the first part and the second part. It is worth noting that
for the last 1 x 1 convolution layer in the Inverted Residual block structure, a linear activation function
ReLU®6 is used instead of the ReLU activation function. The primary rationale behind this choice is that
the ReLU activation function tends to induce significant information loss for low-dimensional features,
whereas its impact on high-dimensional features is comparatively less pronounced. In the context of the
Inverted Residual block structure, the output is a low-dimensional feature vector. Therefore, the use of a
linear activation function helps prevent information loss in the features.
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Figure 3: Inverted residual block structure
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The Inverted Residual block structure utilizes the ReLU6 function as the activation function, with the
ReLU6 function defined by Eq. (2), and its graphical representation is shown in Fig. 4.

¥ = ReLU6(x) = min(max(x,0), 6) )

Figure 4: ReLU6 function

ReL U6 is essentially a regular ReLU with the constraint that it limits the maximum output to 6. In the
Mobilenetv2 network, its primary purpose is to handle data processing for smaller outputs, allowing for a
more precise representation of lightweight task segmentation requirements and to some extent mitigating
overfitting issues [28]. Given the nature of the task involved in identifying surface defects on wind
turbine blades, which often necessitates a substantial dataset and multiple training iterations, it is crucial
to employ ReLU6 as the neural network’s activation function to alleviate the accuracy degradation
stemming from excessive training and overfitting due to the extensive dataset.

The model parameters of Mobilenetv2 are shown in Table 1, where ¢ is the expansion factor; ¢ is the
depth channel of the output feature matrix; n is the number of repetitions of Bottleneck; s is the stands
for stride. After completing the feature extraction of Mobilenetv2, two effective feature layers can be
obtained. One effective feature layer is the result of compressing the input image height and width twice,
and the other effective feature layer is the result of compressing the input image height and width four
times. The two ultimate feature layers are stacked and integrated within the Decoder section.
Subsequently, following convolution and up-sampling operations, the segmentation image is obtained.

Table 1: The model parameters of Mobilenetv2

Input Operator t c n S
2242 x 3 Conv2D 1 x 1 - 32 1 2
1122 x 32 Bottleneck 1 16 1 1
1122 x 16 Bottleneck 6 24 2 2
562 x 24 Bottleneck 6 32 3 2
282 x 32 Bottleneck 6 64 4 2
142 x 64 Bottleneck 6 96 3 1
142 x 96 Bottleneck 6 160 3 2
72 x 160 Bottleneck 6 320 1 1

(Continued)
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Table 1 (continued)

Input Operator t c n S
72 x 320 Conv2D 1 x 1 - 1280 1 1
72 x 1280 Avgpool 1 x 1 - - 1 —
1 x1x1280 Conv2D 1 x 1 — k —

2.3 Transfer Learning

Transfer learning is an important method in machine learning that aims to transfer knowledge learned
from one domain to another. Transfer learning facilitates the migration of pre-existing models or features
into another model that requires training, thereby streamlining the learning process for a new task. This
method proves especially effective in tasks where data availability is limited. In the field of structural
health monitoring, numerous scholars have extensively applied transfer learning in engineering [29,30].
This paper adopts the freeze training strategy in transfer learning to optimize the Deeplabv3+ deep
learning model. During the training process, the backbone network is initially frozen in the first half of
the epochs, with fine-tuning being performed on only a few layers. During the training process in the
latter half of the epochs, the backbone network is unfrozen, and the image features are extracted using the
backbone network, with all modules participating in the training. Meanwhile, this paper utilizes pre-
trained weights trained by the Google team on the VOC (Visual Object Class) dataset for training on the
leaf defect dataset, aiming to expedite model convergence and consequently enhance accuracy. Therefore,
the utilization of the freeze training strategy in transfer learning can mitigate the risk of overfitting, and
employing the pre-trained weights approach enables rapid model convergence and improved accuracy,
facilitating the training of the Deeplabv3+ deep learning model for blade surface defects.

2.4 Improved Deeplabv3+ Deep Learning Model

In this paper, the improved Deeplabv3+ deep learning model is proposed, which utilizes the Deeplabv3+
framework with Mobilenetv2 as the backbone feature extraction network, and integrates a transfer learning
freeze training strategy. Table 2 shows the configuration and operation process of the improved
Deeplabv3+ deep learning model. The improved Deeplabv3+ deep learning model primarily consists of
convolution layers, BN layers, Inverted Residual blocks, ReLU6 and ReLU activation functions, and
ASPP. Ultimately, this model generates segmentation images that maintain the same size as the original
input image.

Table 2: Improved Deeplabv3+ deep learning model configuration and operation process

Operation Layer Kernel size Numbers Kernels Output shape

Down-sample Conv+BN+ReLU6 32 3 (1, 1) (32, 256, 256)
Conv+BN 16 2 (1, 1) (16, 256, 256)
InvertedResidual 16 2 (3,3) (16, 256, 256)
Conv+BN+ReLU6 144 2 1, 1 (144 128, 128)
Conv+BN 24 1 1, 1 (24, 128, 128)
InvertedResidual 24 1 (3,3) (24, 128, 128)

(Continued)
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Table 2 (continued)

Operation Layer Kernel size Numbers Kernels Output shape
Down-sample Conv+BN+ReLU6 144 4 (1, 1) (144, 64, 64)
Conv+BN 32 3 (1, 1) (32, 64, 64)
InvertedResidual 32 3 (3, 3) (32, 64, 64)
Down-sample Conv+BN+ReLU6 96 16 (1, 1) (96, 32, 32)
Conv+BN 96 16 (1, 1) (96, 32, 32)
InvertedResidual 96 16 (3, 3) (96, 32, 32)
Mobilenetv2 24 1 (1, 1) (320, 32, 32)
Conv+BN+ReLU6 256 3 (1, 1) (256, 32, 32)
Conv+BN 256 3 (1, 1) (256, 32, 32)
InvertedResidual 256 3 (3,3) (256, 32, 32)
Up-sample Conv+BN+ReLU6 256 1 (1, 1) (256, 1, 1)
Up-sample Conv+BN+ ReLU 256 1 (1, 1 (256, 32, 32)
ASPP 256 1 (3, 3) (256, 32, 32)
Up-sample Conv+BN+ ReLU 256 3 1, 1 (48, 128, 128)
Output Conv+Softmax 24 1 (1, 1) (24, 256, 256)

In addition to the construction of the overall model, optimizing the deep learning model during the
training process to achieve better convergence is of paramount importance. During the transfer learning
training process, this paper utilizes the Adam optimization algorithm to optimize the learning rate. This
method aims to harness the advantages of both stability and speed, resembling adaptive learning rates.
Based on the characteristics of image processing in computer vision, this paper has employed the cosine
learning rate decay optimization algorithm to adjust the learning rate during the training of neural
networks. This method supports the model to converge more steadily towards the optimal solution. To
address the issue of class imbalance, particularly in images with a large number of negative samples and
relatively fewer positive samples, this paper utilizes the Focal Loss loss function during training. Training
with the Focal Loss loss function can reduce the weight of easily classified samples, consequently
enhancing the attention of the model to challenging samples.

The improved Deeplabv3+ deep learning model is composed of both Cross Entropy Loss and Dice Loss
as its loss functions. Cross Entropy Loss measures the disparity between the predicted results of the model
and the actual results, serving as one of the crucial metrics for optimizing model parameters. In pixel-wise
classification during semantic segmentation, a Softmax classifier is employed to balance the Cross Entropy-
Loss, using the following Eq. (3):

c

Lcmss—entmpy = - Zi:l Xi logyi (3)
where x; is the i-th element of the true label y vector for class i; y; is the probability of the prediction of the
model for the i-th class, denoted as x; and C is vectors.

Dice Loss is primarily derived from the Dice coefficient, which is used to assess the similarity between
two samples, expressed mathematically as in Eq. (4).
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where |X N Y| is the number of intersecting elements between X and ¥; | X| and |Y| represent the number of
elements in X and Y, respectively.

In the field of image segmentation, the Dice coefficient can effectively set to zero all pixel values in the
predicted segmentation image that do not correspond to the true label. Regarding the activation function, its
main purpose is to penalize predictions with low confidence. Therefore, by using the Dice coefficient, a
higher level of confidence can be achieved, resulting in a lower Dice Loss, as shown in Eq. (5).
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Lpjce =1—Dice =1 — ———
[ X]+ 1Y

&)

In this paper, the improved Deeplabv3+ deep learning model is proposed for the precise detection of
multiple-class surface defects on wind turbine blades. This model is constructed based on the original
Deeplabv3+ deep learning architecture, featuring Mobilenetv2 as the backbone feature extraction
network, and integrates transfer learning techniques along with training optimization strategies.

3 Evaluation Method for Blade Surface Damage Status

3.1 Quantitative Characteristics of Blade Surface Defects

The main surface defects of wind turbine blades include Cracks, Corrosions, Spalling, and Holes. Most
scholars have primarily focused on detecting Cracks in the blades, but they have not conducted multi-target
defect recognition [31]. While some scholars have conducted the detection of multiple defects, they have not
quantified the defects [32]. Many defects that occur in wind turbine blades during operation can be
effectively predicted using quantitative metrics. This enables the anticipation of potential issues under
most operating conditions. Furthermore, based on the severity and quantity of defects, maintenance tasks
can be scheduled rationally, thereby reducing downtime and maintenance costs. Therefore, the
quantification of blade surface defects is of significant importance. To accurately quantify defect data
after effective segmentation, this paper utilizes the improved Deeplabv3+ deep learning model for
detecting and quantifying different defects based on segmented images, as illustrated in the quantification
process shown in Fig. 5. Firstly, precise differentiation of different types of defects is achieved based on
the color of the defects. The primary reason for this is that, after using the improved Deeplabv3+ deep
learning model for detection, each pixel is classified into different colors according to predefined label
categories. Therefore, distinguishing different defects based on colors is feasible. Secondly, different
types of defects are assigned specific quantification metrics. For instance, the primary quantification
feature for Cracks is Crack width, while for Holes, the primary quantification features are the long
diameter and short diameter. Finally, the proportion of different defects is obtained by extracting the
overall area of different types of defects.

The presence of Cracks in the blade is primarily measured by Crack width, while Holes are evaluated
for their severity in the blade using their respective long and short diameters. As Spalling and Corrosion
lack a fixed shape, their measurement is consistently based on the defect area. To attain consistent
quantification of all defects, a standardized area calculation is executed, encompassing both the area
occupied by surface defects and the areas of the blade and background. Ultimately, blade risk level
assessment is conducted based on the overall proportions and quantities of different types of
defects. In the calculation of the overall proportions of different types of defects, Eq. (6) is used to
calculate the defect area proportions. The defect proportions are normalized to the defect proportion per
unit blade.
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where Rgjmage 18 the damage ratio per unit blade area; Syumage and Spqqe represent surface defects and blade
area, respectively.
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Figure 5: Quantification process for blade surface defects

3.2 Evaluation of Overall Blade Surface Defects

Existing wind turbine blades are relatively large, and for the sake of precision, visual-based surface
defect detection often utilizes a localized image capture method. When evaluating blade defects, local
images cannot provide a more intuitive evaluation of overall blade defects. Therefore, there arises a need
for a method involving the stitching of localized images into a global image, facilitating comprehensive
assessments of blade defects.

Li et al. proposed an image stitching algorithm based on feature point matching [32]. Due to the reliance
on Harris corner feature matching in the image stitching algorithm based on feature point matching, and
considering that wind turbine blades often operate in complex backgrounds in practice, previous work
involved using pre-processed simple backgrounds for blade image stitching. Once the image stitching
process is finalized, challenges may arise in terms of accuracy during detection, primarily stemming from
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the substantial image size. Additionally, issues related to false positives or false negatives may occur, as the
relative defects occupy only a small portion of the image.

To address errors resulting from complex backgrounds during image stitching and enable precise
detection of overall blade surface defects, this study adopts a workflow that involves segmenting and
detecting images first, followed by image stitching, for the comprehensive assessment of blade surface
defects. Firstly, the improved Deeplabv3+ deep learning model is employed to meticulously eliminate the
background from blade images. The use of high-resolution images facilitates the precise detection of
localized defects on the blade. Subsequently, the segmented images are subjected to an image stitching
algorithm based on corner point detection to achieve the overall stitching of blade defect images. It is
worth noting that when using segmented images for image stitching, the information contained in the
images is simplified since different types of defects, backgrounds, and blades are represented by pre-
determined colors in the images. This significantly reduces the computational cost during the image-
stitching process and results in a more accurate stitching outcome. Finally, the quantification of blade
surface defects is applied to directly measure the different types of defects across the entire blade. This
method ultimately accomplishes the objective of assessing the overall blade surface defects.

4 Test Verification

4.1 Training Environment Facilities and Hyperparameter Settings

To compare the defect detection capabilities of different deep learning models on wind turbine blade
surfaces, this study conducted parameter comparisons between the original Deeplabv3+ deep learning
model and the improved Deeplabv3+ deep learning model proposed in this paper. The primary hardware
and software resources utilized in the training phase of this study are summarized in Table 3, and all
models were trained under this specified configuration.

Table 3: Deep learning model training environment

Facilities Item Version
Hardware CPU 12th Gen Intel(R) Core(TM) i5-12400F@2.50 GHz
GPU NVIDIA RTX 3060/12 GB
RAM 16 GB
Software Windows 11
Pytorch 1.11.0
CUDA 11.3
Python 2.8.2
Opencv 4.7.0
CPU 12th Gen Intel(R) Core(TM) i5-12400F@2.50 GHz
GPU NVIDIA RTX 3060/12 GB

To control the performance and generalization ability of deep learning models, it is necessary to configure
the hyperparameters within the network to optimize the training speed and efficiency of the model. In this
paper, the categorization will be determined based on whether transfer learning and freeze training
techniques are applied. The pre-trained model utilized for transfer learmning has undergone pre-training on
the VOC dataset, supplying it with pre-trained weights. When employing freeze training, the learning rate
is set to 5 x 10~* with the Adam optimizer, and it is set to 7 x 10~ with the SGD optimizer. Learning rate
decay is performed using two methods: COS and Step. The minimum learning rate for both methods is set
to 10% of the original learning rate. All input images have a size of 512 x 512, and the batch size is set to 2.
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4.2 Model Evaluation Indicators
To assess the training performance of the deep learning models, this study utilizes accuracy, precision,
recall, and MIoU (Mean Intersection over Union) to evaluate the predictive performance of the models.

Accuracy = TP+ 1N (7)
TP+ FP+ TN + FN

Precision = % )

Recall = ©)

MIoU = %ZJI: % (10)

where TP is the true sample judged to be true; 7N is the true sample judged as false; F/P is a positive sample
that is judged false; FN is a negative sample that is judged as false; m is the number of categories to be
predicted.

4.3 Pre-Training Preparation

This paper utilizes a dataset comprising over 3800 images of damaged wind turbine blades, where
surface damage primarily encompasses Cracks, Holes, Corrosions, and Spalling, as depicted in Fig. 6. In
the training phase, the surface defect dataset is partitioned into a training set and a validation set in a
9:1 ratio, with the validation set employed to evaluate the efficacy of the training process.

4

Crack Hole Corrosion Spalling

Figure 6: Blade surface defect dataset
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The value of the loss function is utilized as a crucial indicator to assess the progress of training, and
training is deemed complete when the loss function converges. A smaller converging value indicates
better model performance. In this study, different deep learning models will be trained for 400 epochs on
this dataset. When employing the transfer learning freeze training strategy, the method entails initially
freezing the backbone network for the initial 200 epochs, after which it is unfrozen for the remaining
200 epochs to complete the training process.

4.4 Comparison of Training across Different Models

To effectively compare the detection capabilities of the improved Deeplabv3+ deep learning model
proposed in this paper for blade surface defects, the original Deeplabv3+ and the improved Deeplabv3+
deep learning models will be compared under different hyperparameters and modules. The original
Deeplabv3+ deep learning model uses Xception as the backbone feature extraction network, while the
improved Deeplabv3+ deep learning model uses Mobilenetv2 as the backbone feature extraction network.
In 400 epochs, the losses of both using the original training method and using transfer learning for
training are shown in Fig. 7.

As observed in Figs. 7a and 7c, it is evident that when not employing the transfer learning strategy, the
original Deeplabv3+ deep learning model exhibits higher loss values compared to the improved Deeplabv3+
deep learning model. Therefore, the improved Deeplabv3+ deep learning model demonstrates better
convergence capabilities. Comparing Figs. 7a and 7b, the application of transfer learning in the original
Deeplabv3+ deep learning model does not yield favorable results. After the latter 200 epochs, the
validation set experiences significant fluctuations, and the final loss value does not exhibit a significant
decrease. Comparing Figs. 7c and 7d, it is evident that although the loss values of the improved
Deeplabv3+ deep learning model are already relatively low when using the transfer learning training
strategy, there is another decrease in loss values after unfreezing at the 200th epoch, indicating better
model convergence. In conclusion, it is evident that the improved Deeplabv3+ deep learning model,
when combined with the transfer learning strategy, achieves the best training results and is suitable for
blade surface defect segmentation training. To better compare the impact of different parameters on deep
learning training and results, Table 4 presents a comparison between the original Deeplabv3+ and the
improved Deeplabv3+ deep learning models using different parameters in terms of training duration,
accuracy, convergence loss, precision, and recall.

From Table 4, it can be observed that the improved Deeplabv3+ deep learning model, when trained in
combination with transfer learning and pre-trained weights, exhibits the best training results. It requires the
least amount of training time, and its training loss is significantly lower than the other models. This is
primarily attributable to the fact that the improved Deeplabv3+ deep learning model utilizes the
lightweight Mobilenetv2 as the backbone feature extraction network. Additionally, the combination of
transfer learning and pre-trained weights significantly reduces the training time and enhances the
convergence performance of the model. Consequently, the model achieves the highest accuracy, recall
rate, and mAP values. Especially when trained using the transfer learning method, the improved
Deeplabv3+ deep learning model saves 43.03% of the training time compared to the original Deeplabv3+
deep learning model, significantly enhancing learning efficiency. The original Deeplabv3+ deep learning
model, relying on Xception as the backbone feature extraction network, even though it underwent transfer
learning and utilizing pre-trained weights, falls short in terms of both training speed and accuracy
compared to the improved Deeplabv3+ deep learning model. In summary, based on the training
comparison of deep learning models with diverse parameters, the improved Deeplabv3+ deep learning
model, incorporating the Adam optimizer and the COS learning rate decay method, exhibits the most
outstanding overall performance. Therefore, it can be considered for blade surface defect segmentation
training using these parameters.
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Figure 7: Comparison of different Deeplabv3+ deep learning models under different training conditions

Table 4: Comparison of training performance of different deep learning models

Deep Transfer Pre train Initial Minimum Optimizer Learning  Training Train Val  Precision Recall mPA

learning learning  weights learning  learning rate rate decline time (h) Loss Loss

model rate

Improved  adopt adopt 5x10* 5x10°° Adam COS 13.89 0.060 0.093 99.13%  95.21% 96.87%

Deeplabv3+ aqopt  adopt  5x10*  5x10° Adam  STEP 1922 0297 0276 99.10% 94.59% 95.16%
adopt without ~ 5x1073 7x10°7 SGD COS 18.56 0.331 0.318 98.92% 95.89% 96.40%
without ~ without ~ 5x107 7x10°7 SGD STEP 18.67 0.304 0313 99.08% 94.59% 96.31%

(Continued)
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Table 4 (continued)

Deep Transfer Pre train Initial Minimum Optimizer Learning  Training Train Val  Precision Recall mPA

learning learning  weights learning  learning rate rate decline time (h) Loss Loss

model rate

Original adopt adopt 5x10™ 5%107° Adam COoS 24.38 0.287 0.275 99.13%  94.69% 95.87%

Deeplabv3+ aqopt  adopt ~ 5x10*  5x10° Adam  STEP 2896 0387 0379 98.12% 94.36% 95.21%
adopt without ~ 5x1073 7x107 SGD COS 27.58 0.398 0.392 98.54% 94.21% 94.85%
without ~ without ~ 5x107 7x107 SGD STEP 27.52 0.396 0.389 98.21% 94.12% 94.24%

In semantic segmentation tasks, each pixel in the segmented image is assigned a label category.
Therefore, the predicted result and the ground truth are treated as two binary images, with each one
representing the segmentation for its respective categories. MIoU (Mean Intersection over Union)
assesses the similarity between the predicted results and the ground truth in semantic segmentation tasks
by calculating the ratio of the intersection to the union between the two images. It is one of the most
important metrics for semantic segmentation tasks. In this paper, a comparison of the MloU for predicting
four defect classes and the MIoU for all classes is presented among the four methods, as shown in
Table 5. Due to the verification of the performance of deep learning models with different parameters in
Tables 4 and 5 only compares the MIoU calculation results of whether the improved Deeplabv3+ and
original Deeplabv3+ deep learning models undergo transfer learning training.

Table 5: Comparison of MIoU calculations for different deep learning models

Deep learning Transfer Background Blade Crack Hole  Corrosion Spalling MIoU
model learning

Improved adopt 99.25% 99.36% 94.39% 97.88% 91.46%  99.25% 96.93%
Deeplaby3+ without 99.05% 99.21% 93.41% 96.35% 88.91%  98.14% 95.84%
Original adopt 99.18% 99.28% 93.15% 97.19% 85.86%  99.17% 95.47%
Deeplaby3+ without 98.54% 99.02% 93.17% 95.38% 86.15%  97.56% 94.47%

From Table 5, it can be observed that, overall, the MIoU calculation results for different deep learning
models are relatively high, especially for the Background and Blade categories, which exhibit the highest
values. The improved Deeplabv3+ deep learning model, when combined with transfer learning, achieves
a high MIoU of 96.93%, surpassing the other deep learning models. It also significantly outperforms the
other deep learning models in the calculation of MIoU for the four defect categories. Therefore, the
improved Deeplabv3+ deep learning model, when combined with transfer learning, demonstrates the best
training performance and overall effectiveness, making it suitable for predicting surface defects on wind
turbine blades.

4.5 Comparison of Model Prediction Results

To provide a concise and intuitive view of the actual prediction performance of different deep learning
models, this paper trained the improved Deeplabv3+, original Deeplabv3+, and VGG16Unet (Visual
Geometry Group-16 Unet) deep learning models with transfer learning. The predictions of these three
classes of deep learning models for different backgrounds, lighting conditions, and defect types are
shown in Fig. 8.

As shown in Fig. 8, the colors of segmented pixels predicted by different deep learning models do not
match the colors of the annotated Ground Truth pixels. The main reason for this inconsistency is the
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difference generated by the mixing coefficient set during model prediction. However, such issues do not
affect the prediction results. From the prediction results, it can be observed that the VGG16Unet deep
learning model is sensitive to the background, and it tends to make classification errors in the prediction
of different types of defects, leading to mask coverage errors. The original Deeplabv3+ deep learning
model performs well overall, but it may encounter segmentation errors or detection failures in cases
where the images are blurry or the defect features are not clearly defined. The main reason for this is that
when using the Xception backbone feature extraction network, deep-level image features are not fully
extracted, leading to inaccurate detection. The improved Deeplabv3+ deep learning model, utilizing
Mobilenetv2 as the backbone feature extraction network and employing an inverted residual structure to
extract image features, produces segmentation images that closely match the Ground truth images. This
model can accurately segment surface defects on wind turbine blades.

Original Ground Improved Original ~ VGGI16 Original Ground Improved Original  VGGI16
image truth Deeplabv3+ Deeplabv3+  Unet image truth Deeplabv3+ Deeplabv3+  Unet

- b
B Background

[

B Blade |l crack [ Hole B spalling Corrosion

Figure 8: Comparison of blade surface defect segmentation

In summary, the improved Deeplabv3+ deep learning model, when integrated with the transfer learning
strategy, demonstrates both a substantial enhancement in training speed and high precision in model
performance metrics such as accuracy, recall, mAP, and MloU. Concerning its prediction capability, the
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model can accurately classify and mask surface defects on wind turbine blades, showcasing strong
performance in all aspects of surface defect detection on these blades. Therefore, in practical predictions,
this study will use the improved Deeplabv3+ deep learning model combined with transfer learning
strategies for the detection of surface defects on wind turbine blades.

5 Evaluation of Actual Blade Surface Defect Status

5.1 Measurement of Blade Surface Defects

To accurately quantify surface defects on the blades, this study will utilize the method outlined in
Section 3.1 to quantify the four types of surface defects on the blades effectively. The blade surface
defects are represented using images with a resolution of 512 x 512 pixels, and the defect segmentation is
illustrated in Fig. 9. The specific quantitative metrics are provided in Table 6. To standardize the
quantification of blade surface defects, Table 6 employs area, major axis, minor axis, and defect ratio as
quantitative criteria for all defects. For Holes, the major and minor axes are measured as the major and
minor axes of the circumscribed ellipse, while for other defects, it is determined as the maximum length

and maximum width.

\

Crack Hole
Corrosion Spalling

Figure 9: Segmentation of different surface defects on the blade

Table 6: Quantitative results of different surface defects on blades

Types of  Background area  Blade area Background Leaf Defect Long Short Defect

defects (ten thousand (ten thousand  proportion proportion area diameter  diameter  proportion
pixels) pixels) (%) (%) (pixels)  (pixels) (pixels) (%)

Crack 7.82 18.11 29.85 69.07 2846 367 15 1.09

Hole 14.34 11.73 54.70 44.75 1428 95 89 0.54

Corrosion 0 24.11 0 91.97 21039 445 511 8.03

Spalling 1 44 23.57 5.51 89.93 11938 183 208 455

As shown in Fig. 9 and Table 6, while accurately identifying the four types of surface defects, the
quantification is refined by considering the areas of the background, blade, and the four defect categories
in proportion to the total defect area. Based on the surface defect statistics presented in Table 6, it
becomes apparent that distinct defects display varying characteristics. To achieve a more precise
quantification of overall defects, this study employs a normalized quantification approach. Specifically,
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Crack is quantified using the maximum width, Hole is quantified using the major axis length, and Corrosion
and Spalling are quantified using the area. This normalization results in the proportions of each defect type
and the total defect proportion. The standards for quantification and assessment of visual surface defect
detection in this paper primarily draw reference from the quantification parameters used in post-
earthquake bridge assessments [33]. Regarding the assessment of surface defects on the blades, the
damages are categorized into three classes: low risk, medium risk, and high risk. The classification is
based on the number of defects and the total percentage of defects. The differences in image capture
methods and the proportion of background in different scenarios lead to variations in the evaluation
criteria. Therefore, the primary focus lies on the quantity of defects and the proportion of defects in the
assessment.

Fig. 10 shows six segmented images of the four categories of surface defects on blades under different
backgrounds, and Table 7 lists the quantitative indicators of different surface defects, ultimately obtaining the
overall damage indicators. To holistically assess surface defects on blades, defects occupying less than 10%
of the blade are classified as risk level I, those occupying 10% to 30% are categorized as risk level II, and
those occupying more than 30% fall into category IIl. Combining Fig. 10 with Table 7 provides a visual
means of assessing defect damage on individual blade photos. It accurately identifies the proportions of
the four types of defects under different backgrounds. Ultimately, the risk level of damage is ascertained
based on the proportion of defects within the blade. Therefore, using the defect damage assessment
method described in Section 3.1 of this paper can accurately identify defects in complex backgrounds and
assess the risk level of blades based on the proportion of surface defects.

B '. i I.

1 2
'
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Figure 10: Evaluation image of blade surface defects

5.2 Measurement of Surface Defects on Integral Blades
When capturing images using a camera or UAYV, it is often not possible to capture the entire blade in a
single shot. Therefore, image stitching is commonly employed to create a complete blade image. However,
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conducting defect detection on the stitched image after image stitching can lead to significant issues of
missed defect detection due to the small proportion of defects in the stitched image. Therefore, in this
study, defect detection is initially conducted using local images, which is then followed by an image
stitching algorithm. This method effectively avoids the issue of missed defect detection that can occur
when stitching original images together and enhances the accuracy of surface defect detection on the
blade. Fig. 11 shows the defect detection process on both sides of a blade. It commences with capturing
local images of the blade using five separate images. Subsequently, the improved Deeplabv3+ deep
learning model is utilized for surface defect detection. Finally, an image stitching procedure is performed
to display the surface defects across the entire blade.

Table 7: Evaluation results of different surface defects on blades

Defect Background Blade Crack Hole Corrosion Spalling  Proportion of Risk
image proportion  proportion proportion proportion proportion proportion unit blade level
defects
1 0% 80.28%  2.38%/2 0.50%/3  2.76%/1  14.08%/1 24.65% II
2 43.09% 50.90%  033%/1 0.11%/2 1.00%/1 4.57%/1 10.71% II
3 72.31% 16.43%  0.40%/2  0.14%/1 1.90%/1  8.82%/1  40.65% I
4 71.45% 26.61%  0.17%/1 0.10%/2  0.92%/1  0.75%/1  6.79% |
5 59.18% 3242%  0.58%/2  0.20%/2  1.37%/1  6.25%/1 20.61% II
6 21.24% 73.35%  0.73%/2  0.25%/3  1.04%/1 3.39%/1 6.87% |

M Background [l Blade [ Crack [l Hole B spalling Corrosion

A

Original images Segmented images Stitched image Original images Segmented images Stitched image

Figure 11: Surface defect detection of integral blades

Fig. 11 demonstrates that utilizing a detect-then-stitch approach enables a more thorough surface defect
detection. Additionally, due to background removal, the image stitching process is significantly less time-
consuming. According to the defect assessment method for the front side of the blade in Fig. 11, it is
determined that defects occupy 2.03% of the blade. However, due to the presence of multiple cracks, the
risk level is assessed as level II. On the backside of the blade, it is observed that defects occupy 3.56% of
the blade area, and since there are fewer defects, the risk level is assessed as level 1.
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Based on the improved Deeplabv3+ deep learning model and the surface defect assessment method,
effective detection and evaluation of surface defects on wind turbine blades can be performed. When
combined with image stitching algorithms, this method enables a comprehensive assessment of surface
defects across the entire blade.

6 Conclusions

This paper proposes an improved Deeplabv3+ deep learning model-based method for the
comprehensive detection and assessment of surface defects on wind turbine blades, addressing the
challenge of incomplete defect detection on the blade surfaces. Firstly, a framework for detecting surface
defects on the wind turbine blades is established. This is achieved by replacing the backbone feature
extraction network of the original Deeplabv3+ model with the Mobilenetv2 backbone feature extraction
network, resulting in an improved Deeplabv3+ deep learning model tailored for blade surface defect
detection. Secondly, by incorporating pre-trained weights through transfer learning and implementing a
frozen learning strategy, the training process is further optimized, leading to improved training speed and
model convergence accuracy. Finally, a comprehensive detection of surface defects on the blades and an
assessment of damage risk levels are performed using surface defect quantification methods and risk
evaluation techniques. Based on the research, the following conclusions can be drawn:

(1) The improved Deeplabv3+ deep learning model, employing Mobilenetv2 as the backbone feature
extraction network and incorporating transfer learning techniques, can effectively and accurately detect
blade surface defects in different environmental conditions.

(2) During the training of the enhanced Deeplabv3+ deep learning model for surface defect detection, a
reduction in training time of approximately 43.03% was achieved, while maintaining the mAP of 96.87%
and the MIoU of 96.93%. This significantly enhances both the learning efficiency and model accuracy.

(3) Utilizing the defect segmentation images generated by the improved Deeplabv3+ deep learning
model, surface defect measurements are conducted. This method using unit blades as a reference,
provides a more effective means for assessing the risk associated with surface defects on the wind turbine
blades.

(4) The method of segmenting and then reassembling the entire blade effectively addresses the limitation
of accurate detection for small defects, resulting in a more precise overall assessment of blade surface defects.
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