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ABSTRACT

Due to their robust learning and expression ability for complex features, the deep learning (DL) model plays a
vital role in bearing fault diagnosis. However, since there are fewer labeled samples in fault diagnosis, the depth
of DL models in fault diagnosis is generally shallower than that of DL models in other fields, which limits the
diagnostic performance. To solve this problem, a novel transfer residual Swin Transformer (RST) is proposed
for rolling bearings in this paper. RST has 24 residual self-attention layers, which use the hierarchical design
and the shifted window-based residual self-attention. Combined with transfer learning techniques, the transfer
RST model uses pre-trained parameters from ImageNet. A new end-to-end method for fault diagnosis based
on deep transfer RST is proposed. Firstly, wavelet transform transforms the vibration signal into a wavelet
time-frequency diagram. The signal’s time-frequency domain representation can be represented simultaneously.
Secondly, the wavelet time-frequency diagram is the input of the RST model to obtain the fault type. Finally, our
method is verified on public and self-built datasets. Experimental results show the superior performance of our
method by comparing it with a shallow neural network.
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1 Introduction

With the development of industrialization, rotating machinery is widely employed in many industrial
fields, including petrochemical, power generation, transportation, and other industries [1]. Rolling
bearings are crucial components in rotating machinery, which may be damaged and malfunctions under
harsh working conditions [2,3]. Once a local defect occurs in the race, it would cause unexpected injuries
and economic losses over time [4]. Thus, accurate and timely identification of bearing faults warrants the
safe operation of mechanical equipment.

Generally speaking, fault diagnosis techniques include four parts, i.e., signal-based, model-based,
knowledge-based, and hybrid/active methods [5]. The past few years have witnessed the widespread
application of condition-monitoring systems, greatly promoting the knowledge-based method [6,7].

This work is licensed under a Creative Commons Attribution 4.0 International License, which
@ ® permits unrestricted use, distribution, and reproduction in any medium, provided the original

work is properly cited.



mailto:qmsui@sdu.edu.cn
https://www.techscience.com/journal/SDHM
http://dx.doi.org/10.32604/sdhm.2023.041522
https://www.techscience.com/
https://www.techscience.com/doi/10.32604/sdhm.2023.041522

92 SDHM, 2024, vol.18, no.2

Machine learning is a typical response of knowledge-based methods in which decision-making trees, naive
Bayes, and K-nearest neighbors (KNN) are widely used in practical applications. The fault diagnosis
methods using machine learning mainly consist of three procedures, i.e., collecting data, extracting
features, and identifying faults [8,9]. Soualhi et al. [10] proposed six elements to represent the working
state of the motor bearing, and then fed the selected sensitive features into the neural network for fault
classification. Prieto et al. [11] figured up 15 time-domain statistical parameters that present bearing
health, and then selected features via discriminant analysis, utilizing an artificial neural network for fault
classification. Boukra et al. [12] obtained time-frequency features and used an artificial neural network for
fault classification. Soualhi et al. [13] applied the Hilbert-Huang transform to extract metrics from
vibration signals and used a support vector machine to identify bearing faults. Dong et al. [14] used fuzzy
C-means and KNN to complete the task of bearing fault diagnosis. However, fault diagnosis methods
using machine learning require the prior knowledge of experts in the process of feature extraction, which
is not an easy task. With the continuous increase of the amount of fault data, traditional machine learning
gradually cannot meet the demand due to its low generalization performance, which also reduces the
accuracy of fault diagnosis.

Recently, deep learning (DL), an important branch of machine learning has made great progress in many
fileds, such as objective detection [15] and natural language processing (NLP) [16], and so on. Because the
DL model can automatically learn features from the original vibration signal without manual selection, DL
shows its advantages. In fault diagnosis, some DL methods have been used, for example, deep autoencoders,
deep belief network (DBN), and convolutional neural networks (CNN). The DL model has the characteristics
of extracting robust and recognizable features from high-dimensional structures. Sun et al. [17] proposed a
sparse stacked network (SSN) for motor fault diagnosis. It is used to model the sparsity of the output labels
and solve the SSN using kernel tricks. Gan et al. [ 18] applied a new hierarchical diagnosis network automatic
diagnosis system, which mainly consists of DBN. Zhao et al. [19] presented a novel method based on gated
recurrent unit networks, which learns representations of sequences of local features. Zhao et al. [20]
developed a fault diagnosis method that used two-dimensional grayscale images and LeNet-5. Shao et al.
[21] developed a multi-signal motor fault diagnosis method, in which the acquired sensor signals were
converted to a wavelet time-frequency diagram (TFD) by wavelet transform (WT), and CNN was used to
identify the fault. Wang et al. [22] designed a new method using joint learning for intelligent fault
diagnosis. Shi et al. [23] developed a novel DL fault diagnosis method based on bidirectional-
convolutional long short term memory networks for planetary gearbox. Liang et al. [24] proposed a fault
diagnosis method for gearboxes using multi-label CNN and WT. Chen et al. [25] used CNN and discrete
WT for fault recognition of planetary gearbox. Xu et al. [26] developed a global contextual multiscale
fusion network, which can diagnose mechanical equipment in noisy and unbalanced scenarios. Chang
et al. [27] proposed a network based on a dynamic selection mechanism, which allows the kernel to
change the acceptance domain based on multi-scale information and complete fault diagnosis tasks in
slow and sharp speed variations scenarios. To achieve ideal fault diagnosis performance under heavy
noise, Han et al. [28] designed a network that integrates global and local information.

Although methods based on DL have received a lot of attention, there are still some problems with these
methods. Since the labeled data samples in fault diagnosis are small, many DL models are barely more than
five layers deep, which limits the final diagnosis. The deepening of the hidden layer will increase the free
parameters, and training large networks from the beginning usually relies on a large amount of labeled
data. Compared to large CNN models applied to the ImageNet dataset, the structure of DL model in the
fault diagnosis field is relatively shallow. More importantly, it is not easy to train a deep CNN model
without a dataset like ImageNet with tens of millions of labeled data.



SDHM, 2024, vol.18, no.2 93

Transfer learning (TL) attempts to overcome the problem of insufficient labeled data. TL can use
network parameters trained on sufficiently labeled data from different application domains, which avoids
random initialization of network parameters. In the fault diagnosis field, TL is developing very rapidly
[29]. Wen et al. [30] used a sparse autoencoder to learn common features under different working
conditions. Shao et al. [31] created a deep TL fault diagnosis method using WT and deep CNN. Xu et al.
[32] proposed a novel transfer online CNN framework. Zhao et al. [33] created a multiscale convolutional
TL network.

The transformer model [34] proposed by Google Brain has acquired great spectacular success in the
NLP field. Dosovitaskiy et al. [35] created a vision Transformer (Vit) which directly used the standard
transformer structure to image classification. Swin Transformer [36] used the shifted window self-
attention, which retains the characteristic of locality and hierarchy of CNN. Swin Transformer has
excellent global feature and local feature extraction ability.

Based on the above, a novel deep transfer residual Swin Transformer (RST), which used residual self-
attention mechanism (RSA). A novel end-to-end method based on transfer RST is created for fault diagnosis.
Firstly, our method converts the original vibration signal into a wavelet TFD, and then uses transfer RST to
extract fault features from the wavelet TFD. The RST model has 24 layers of self-attention layers. At the
same time, the parameters pre-trained on the ImageNet dataset are utilized, which enables RST to have
reasonable initialization.

The contributions of this study are summarized as follows:

1) A new deep transfer RST is proposed to obtain fault features, which loads pre-trained parameters from
the ImageNet dataset.

2) A new end-to-end method for fault diagnosis based on deep transfer RST and WT is proposed. The
advantages of our approach are demonstrated on public datasets and self-built datasets.

The rest of the paper is organized as follows. Section 2 introduces the theoretical background of the
proposed approach, including WT, Transformer, and Transfer learning. Section 3 shows details of RST.
Section 4 presents the procedure of the proposed method for fault diagnosis. Section 5 shows the results
of the proposed method on two datasets. Section 6 describes the conclusion.

2 Theoretical Background

2.1 Wr

WT is a signal processing method that utilizes a variable width function to produce a range of
resolutions, which is utilized for feature extraction in fault diagnosis. WT can subdivide time and
frequency at high frequency and low frequency respectively, and it has the function of adaptively
analyzing time-frequency signal. The meaning of WT is a certain wave is called a basic wavelet or
mother wavelet. After the function ¢(¢) is shifted by 7, it makes inner product with the signal x(¢) to be
analyzed at different scales a:

wr, = /+oo (t)d)(t_T)dz >0 1)
r=— X —)dt,a
va ) a
where a is the scale factor, 7 is displacement. The scaling factor a can make the scaling transform of the basic
t
wavelet ¢(¢). If a becomes larger, it ¢ <—> becomes wider. The signal becomes the wavelet TFD after WT.
a

The TFD essentially reflects the energy intensity of the signal at different times and frequencies. Wavelet
TFD can reveal the detailed changes of the signal, so as to virtually display the slight fault feature of the
signal. Compared to the 1-D vibration signal, it contains the time-frequency representations.



94 SDHM, 2024, vol.18, no.2

2.2 Transformer

Fig. 1 shows the transformer encoder’s structure, which is suitable for tasks such as machine translation.
The encoder block consists of four parts, i.e., embedded and positional encoding layer, multi head self-
attention (MSA) layer, residual connection layer and layer normalization (LN) layer [37,38], and feed-
forward layer (FFN).
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Figure 1: Structure of the transformer encoder
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2.2.1 Embedded Layer

The embedded layer is responsible for encoding the input sequence into an embedded vector. The
position vector of all words is obtained by positional encoding, which provides the position information
of each comment to identify each word’s order relationship. The word vector and the position vector,
which have the same dimension, are added to get the accurate vector representation of the word. The
vector of the word is written as x;. All word vectors form a word vector matrix X.

2.2.2 Multi Head Self-Attention Layer

Its function is to learn a weight for each word of the input vector. Three matrices of W<, WX and W are
defined here, and all word vectors are linearly transformed by these three matrices. The query matrix Q is
composed of all ¢, vectors, the key matrix K is composed of all k; vectors, and the value matrix V is
composed of all v, vectors.

The calculation method of attention utilizes scaled dot-product. It can be expressed as:

Vi

where dj is the number of columns of the O, K matrix.

Attention (Q, K, V') =softmax ( oK ) 14 2

MSA consists of multiple self-attention layers. The linear transformation matrix changes from one group
to another, and finally concatenates the output of group /4, the dimension of the matrix obtained is the same as
the dimension of the input matrix X.

MSA can be denoted as:
Ay(X) = concat (head,, - - - , head,) W° 3)

head; = Attention(XWZ2, XWX xw)) (4)
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where W2 € Rémaaxdo K ¢ Rimaaxdi gV ¢ Rémaaxd represent i-th independent query/key/value weight
matrix, which is multiplied by the embedded matrix X to get the Q K V matrix. W© € R%*dna< denotes the
weight matrix, which concatenates all attention heads.

2.2.3 Residual Connection and LN Layer

The residual layer’s function is solving the degradation problem in DL. Normalizing the activation
values of each layer and accelerating convergence are LN’s purposes. The residual connection layer and
normalization layer can be demonstrated as follows:

X, = Layernorm (X + Attention; (X)) Q)

2.24 FFN
Two fully connected (FC) layers form the FFN. ReLU is the activation function of the first layer, and the
second layer has no activation function. The feed forward layer can be expressed as:

FF(X) = ReLU(0, XW; + b;)W; + b, (0)

where W, € Rimaaxdy ¢ Rinaaxdaa p e R b, € RV is the weights and bias of a two-layer FC
network.

2.3 Transfer Learning

The shared properties in these two domains can be transferred due to inherent similarities in different
application scenarios or working conditions. The purpose of TL is to transfering the knowledge learned
from the source domain to the target domain. TL can take advantage of training model parameters in the
source domain so that the target domain deep learning model does not need random initialization.

In practice, the parameters of large deep learning models are randomly initialized before training and
updated during training. This will limit the performance of deep learning models if the labeled data used
for training is limited. TL is a promising solution to the problem of insufficient labeled data. TL can
achieve desirable results using models pre-trained on large datasets and then trained on smaller datasets in
other domains. The Swin Transformer model is first trained on the Imagenet dataset in this research.

3 Details of Residual Swin Transformer
3.1 Overview of RST

Fig. 2 presents RST’s structure. RST includes a patch partition model and four stages. Each stage is
composed of an unequal number of RST blocks. RST block is constructed by a residual self-attention
mechanism based on shifted windows.

Stage 1 Stage 2
(=1 an
.S e £l
£ =5 RST 5 RST
< Q
- £ - 2 3 > ) L
Input Z E _qné Block E Block
Q Q
= a8 =
A A
Stage 4 Stage 3
an an
=) g
'E RST Ef RST ED
=] Q O
| 2 | R
Result 3 Block E Block E
c - -
A A

Figure 2: Structure of the RST
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3.2 Patch Partition

The patch partition layer segments the wavelet time-frequency map into disjoint patches. Patches will be
referred to as a token. The patch size is 4 x 4. The RGB channel of each pixel in the patch is expanded. The
feature dimension of each token will be 4 x 4 x 3 = 48. Here, the token is recorded as z°. The linear
embedding layer maps the input token to features of any dimension C.

3.3 Linear Embedding and Patch Merging
To form a hierarchical representation, the token’s number needs to decrease as the layers’ number
increases. The patch merging layer performs a splicing operation on the 2 x 2 size of the adjacent patch

H W
word depth channel, and then the set dimension size is obtained after the mapping change: 3 X ) x 2C.
The patch merge operation for Stage 3 and Stage 4 has not changed from Phase 2. The dimensions of the

H W
tch b — x — x 8C.
patch become % X % x 8C

3.4 RST block

The multi-head residual self-attention (MRSA) module based on shifted windows replaces the standard
MSA module in the RST block. Fig. 3 displays the structure of the RST block. An RST block is composed of
the MRSA module and a two multi-layer perceptron (MLP). The LN layer follows the MRSA and MLP
layers.

Z =W — MRSA(LN(Z™")) + 2!
Z = MLP(LN()) + 2

1 = SW — MRSA(LN(Z)) + 2/
= MLP(LN(F)) + 21!

(M

where Z' represents the W-MRSA and SW-MRSA’s output features and z’ represents the MLP’s output
features in block, respectively. On the one hand, W-MRSA adopts the conventional MRSA mechanism;
on the other hand, SW-MRSA adopts the MRSA of shifted window partition.
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Figure 3: Architecture of two successive RST blocks

If each window-based RSA module lacks the connection between windows, it will limit its modeling
ability. RST adopts a shifted window partition method, and the two partition methods appear alternately
in the RST block. Because the shift window division method connects adjacent non-overlapping
windows, it has advantages in image classification.
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Fig. 4 shows the shift window mechanism. No overlap and shifted window attention are on the left and
right respectively. The shifted window includes the components of the original adjacent window. In practice,
moving feature maps and constructing masks are used indirectly. It can keep the original number of windows
unchanged. The self-attention calculation in the new window spans the boundaries of the previous windows
in layer 1, providing connections between them. Specifically, Fig. 5 demonstrates that the proposed model
employs a circular shift to the upper left. Then, several non-adjacent sub-windows on the feature map
constitute a batch window, so the self-attention computation is restricted on all sub-window by the
masking mechanism. The cyclic shift can make batch processing windows’ numbers consistent with the
regular window division. The gray areas A, B, and C have been moved to the black areas A, B, and C.
Then perform MASK operations on the moved A, B, and C regions, as these regions are not related to
the original regions. Next, perform RSA calculations. After completing the above operation, the ABC
area is restored to its original position.
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Figure 4: Descriptions of computation approach for window partitioning
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Figure 5: Descriptions of the shifted window approach for computing self-attention

RST adopts relative position bias, B € RM**M* RST utilizes the following formula to calculate the
similarity:

Attention(Q, K, V) = softmax(QK”)/vd + B)V (8)

where O, K, Vrepresents query, key and value matrices; d represents the query, key dimension, M? represents
the number of patches in a window.
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RSA combines attention and input using residual connections to get the information of different weights
in the sequences. RSA can be calculated as follows:

RSA(X, 0, K, V)=softmax Q—KT+B V+X 9)
) b b - \/d_k

3.5 Classifier
The classifier layer is divided into two layers: FFN and softmax. The output of softmax is the normalized
probability of each classification.

CLA(z) = softmax(GeLU(zW,; + be1)Wez + beo) (10)
GeLU (x) = 0.5x(1 + tanh(+/2/7(x + 0.044715x%))) (11)

where by € RY | b, € RVaa W, € Rimodady . ¢ Rémoae*deta gre the biases and weights of the two
layers. N, is the number of categories. dy is dimensions hidden layer.

3.6 Training of RST

In the process of training the RST model, this study uses the cross-entropy (CE) loss function. The Adam
optimizer has been modified and upgraded from the previous optimizer. When computing the update step
size, the first and second moment estimates of the gradient are taken into account. Adam optimizer has
the advantages of high computational efficiency, low memory overhead, automatic adjustment of learning
rate, and is not affected by gradient scaling. Given a training set G = {x;,);},_, containing n samples, the
model uses the CE loss function.

JO0) =15 fex ) (12
i=1

where y; and J; are the true label and predicted label of the sample x;, respectively. £cr denotes the CE loss
function and 0 denotes the trainable parameters of RST.

4 The Implementation Steps of the Our Method

Our method automatically extracts the raw vibration signal’s fault features, which directly classify fault
categories. Fig. 6 denotes the framework, and the steps are shown:

Step 1: Collect 1-D vibration signals of rolling bearings under different health states;

Step 2: Convert 1-D vibrational signals into the wavelet TFDs, which will be considered as the input to
the RST model. All samples are divided into a training set and a test set. The model is trained and tested on
both;

Step 3: Establish the RST model, load the pre-training network parameters, and train the model by
feeding the training dataset into the model. All parameters of the designed model after sufficient training;
The specific process of pre-training is as follows: first, we train the model on ImageNet and save its pre-
trained network parameters; Then we load these parameters before fine-tuning on the bearing dataset, and
then conduct training. Loading pre-training parameters allows the network to learn the common features
of image samples before fine-tuning. This can then reduce the dependence of the network on the number
of samples in the target dataset, namely the bearing dataset;

Step 4: Test the trained RST model and test trained RST model’s performance.
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Figure 6: The implementation steps of the proposed method

5 Experimental Validations
5.1 Data Acquisition and Detail

5.1.1 Public Bearing Dataset

The public bearing dataset is the Case Western Reserve University (CWRU) dataset. Fig. 7 demonstrates
CWRU'’s experimental platform, which includes a motor, a torque sensor/decoder, and a power test meter.
This paper adopts the data of 9 fault categories and one normal state of the drive end bearing. The data is
collected with a 12 k sampling frequency under three kinds of motor loads of 0—3. There are three kinds
of bearing fault diameters. Details are shown in Table 1.

Figure 7: The rolling bearing test rig of CWRU dataset
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Table 1: Details of CWRU rolling bearing datasets

Fault types Fault size (mil) Number Label
Normal / 120 0
Roller fault 7 120 1
Roller fault 14 120 2
Roller fault 21 120 3
Outer race fault 7 120 4
Outer race fault 14 120 5
Outer race fault 21 120 6
Inner race fault 7 120 7
Inner race fault 14 120 8
Inner race fault 21 120 9

5.1.2 Self-Built Dataset

Fig. 8 shows our rolling bearing test rig, which is designed to acquire vibration signals. Three-phase
asynchronous motor, motor control system, support shaft, three-support rolling bearing, and radial force
loading system constitute the test rig. The test rig is equipped with three rolling bearings on a shaft, one
of which is used to simulate the real fault. We refer to the self-built dataset as the Shandong University
(SDU) dataset.

|
Motor control
system

Radial force Rolling bearing
loading system housing

Laptop

shaft BN Motor mf
- e

PP

Figure 8: The rolling bearing test rig of the SDU dataset

Fig. 9 displays the tested rolling bearings with different fault locations. The vibration signals under
1750RPM, whose sampling frequency is 12.8 kHz, are obtained. In our experiment, one normal state and
nine fault types of data are collected. Each sample contains 4096 data points. Table 2 demonstrates the
details of the SDU dataset. Rectangular slot width 0.2 mm depth 0.5 mm.

Figure 9: Tested rolling bearings with different fault locations



SDHM, 2024, vol.18, no.2 101

Table 2: Description of the vibration signal dataset under 175S0RPM

Fault types Fault size (mm) Designation Number Label

Normal / N205 120 1

Outer race rectangular slot fault width = 0.2 N205 120 2
depth = 0.5

Inner race rectangular slot fault width = 0.2 N205U 120 3
depth = 0.5

Roller rectangular slot fault width = 0.2 N205 120 4
depth = 0.5

Cage rectangular slot fault width = 0.2 N205 120 5
depth = 0.5

Inner rectangular slot race fault width = 0.2 N205 120 6
depth = 0.5

Roller fault peeling / N205 120

Inner race peeling / N205 120 8

Outer race peeling / N205 120

Outer race pitting / N205U 120 10

5.2 Case 1: CWRU Rolling Bearing Datasets

5.2.1 Experimental Setup

In this paper, MATLAB is firstly used for converting 1-D vibration signals to 2-D wavelet TFDs. The
RST model is programmed in Python 3.9 with Pytorch 1.10 and runs on the Win10 operating system with
Intel Xeon (R) 5-2650 V4 CPU and NVIDIA Tesla V100 GPU. Fig. 10 shows the time-domain waveforms
of the CWRU dataset. The training set accounts for 90% of the total samples, and the test set accounts for
10% of the total samples. To eliminate the effects of randomness and verify our method’s the generalization
capacity, we repeated ten times and took the average.

5.2.2 Results and Discussion

We evaluate the capability of our method using the Accuracy (ACC) metric. Eq. (13) shows how it is
calculated. ACC is the proportion of correctly predicted samples to the total samples. The ACC value is
directly proportional to the recognition performance of the model.

FP+FN
TP+ FP+ TN + FN

ACC =1 (13)

where TP is true positives, FN is false negatives, FP is false positives, TN is true negative.

To study the effect of different parameters on the performance of the model, the RST-B model and the
RST-L models were implemented for comparison. Table 3 shows the detailed structure settings of the RST-B
and RST-L models. Table 4 shows hyperparameters of RST. Fig. 11 shows the training accuracy and loss
curve of the RST-B and RST-L. Fig. 12 shows the RST-B and RST-L’s confusion matrix. The samples of
ten categories are correctly classified. To visualize the features learned by our method, t-Distributed
Stochastic Neighbor Embedding (t-SNE) lessens the high-dimensional features of the last hidden layer to
2D distribution. Fig. 13 demonstrates the 2D visualization result of features of the RST-B and RST-L.
Our method divides samples of ten different labels into ten clusters, and each cluster does not contain
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samples of other label. Both RST-B and RST-L have good performance on the CWRU dataset. However, its
training time is not as short as that of RST-B. The running times of one epoch for RST-L and RST-B are 231

and 229 s, respectively.
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Figure 10: The time-domain waveforms and corresponding TFDs of vibration signals collected from CWRU

dataset
Table 3: Detailed architecture specifications
RST-B RST-L Output size
Input Input 224 x 224 x 3
Patch partition Patch partition 56 x 56 x 48
Stage 1  Linear embedding Contact 4 x 4,128-d, LN  Contact 4 x 4,192-d, LN 56 x 56 x dim
RST block [ win.sz.7 x 7, | [ win.sz.7 x 7, 56 x 56 x dim
| dim128, head4 | * 2 _dhn128,head4] X2
Stage 2 Patch merging Contact 4 x 4,256-d, LN  Contact 4 x 4,384-d, LN 28 x 28 x dim
RST block [ win.sz.7 x 7, | [ win.sz.7 x 7, 28 x 28 x dim

dim256, head8

X 2

| 2

dim384, head12

(Continued)



SDHM, 2024, vol.18, no.2 103

Table 3 (continued)

RST-B RST-L Output size
Stage 3  Patch merging Contact 4 x 4,512-d, LN  Contact 4 x 4,768-d, LN 14 x 14 x dim
RST block [ Win.sz.7 x 7, } 18 [ Win.sz.7 x 7, ] 18 14 x 14 x dim
| dim512, headl6 | dim768, head24
Stage 4  Patch merging Contact 2 x 2,1024-d, LN Contact 4 x 4,1536-d, LN 7 x 7 x dim
RST block [ win.sz.7 x 7, } 5 [ win.sz.7 x 7, } ) 7 %7 x dim
| dim1024, head32 | dim1536, head43
LN 7 x 7 x dim
Pool 1 x dim
FC 1 x10
Classifier 1 x10

Table 4: Hyperparameters of RST

Parameter RST
Input size [224,224,3]
Epoch 30
Batch size 64
Learning rate 0.0001
Optimizer Adam
Patch size 4
(a) (b) 20 4
i 20 —— RST-B
w4 £ 0 4 0 | RST-I
1.5
3 0.8 3
LN = 101
O 2
S 06 3
P 0.5 1
—— RST-B
0=t 2 e RST-1 i
0 10 20 30 0 10 20 30
Epoch Epoch

Figure 11: Results of RST model: (a) accuracy of RST and (b) loss of RST

Our method is compared with the following methods: CNN [39], Vgg16, Resnet18, and time-frequency
transformer (TFT) [40]. The parameter settings of TR-LDA, WPE+CNN, and TFT are presented in the
original reference. The hyperparameter settings of TFT are the same as our method. Table 5 shows the
experimental results. Our method” ACC of under different loads are 100%, 99.81%, 100%, and 100%,
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respectively, which is superior to all compared methods. Fig. 14 shows our method’s performance when the
training set contains different numbers of samples. Our method has a satisfactory appearance under a
different number of training set samples.
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Figure 12: Confusion matrix of the proposed method for CWRU dataset: (a) RST-B and (b) RST-L
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Figure 13: The 2D visualization result of features of proposed method for CWRU dataset: (a) RST-B and
(b) RST-L

Table 5: Diagnosis results for the CWRU dataset

Methods 0 hp 1 hp 2 hp 3 hp

CNN 97.08 £ 0.13% 98.36 £ 2.11% 98.90 £ 0.13% 99.81 £ 0.17%
Vegl6 98.91 £ 4.75% 98.54 £ 1.19% 100 £+ 0% 100 & 0%
Resnet18 99.45 £ 1.19% 98.72 £ 0.52% 100 £+ 0% 100 = 0%
TFT 88.54 £ 0.69% 86.72 £ 2.67% 91.45 £ 0.19% 90.18 £ 0.2%
Proposed 100 £+ 0% 99.81 £+ 0.13% 100 £+ 0% 100 £+ 0%

Ablation experiments were constructed to verify the effectiveness of each module in RST. The ablation
experiment was selected on the CWRU dataset, with a ratio of 3:7 between training and testing. The
experimental results are shown in Table 6. It can be seen that the diagnostic results of the methods
without W-MRSA and SW-MRSA are lower than those of the proposed methods.
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Figure 14: Experimental results of the CWRU dataset at a 3:7 ratio

Table 6: Ablation experiment results

Without W-MRSA Without SW-MRSA Proposed

Mean ACC 83.79 83.47 97.02
Variance 0.01 0.03 2.55
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Figure 15: The time-domain waveforms and corresponding TFDs of vibration signals collected from our
own rolling bearing test rig under the speed of 1750RPM
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5.3 Case 2: Self-Built Dataset

5.3.1 Experimental Setup
We conducted experiments on SDU dataset to further test our method. Fig. 15 shows the time-domain
waveforms of the SDU dataset. The settings of this experiment are consistent with the settings on the public

dataset. The training set and test set were randomly divided from the SDU dataset, with coming from the
N205 bearing.

5.3.2 Results and Discussion

The hyperparameter settings of the CNN are the same as the proposed method. Table 7 shows the
comparison results. Fig. 16 shows the confusion matrix of SVM, CNN, TFT, and the proposed method in
the SDU dataset. Fig. 17 shows the 2D visualization result in the SDU dataset. The hidden features
extracted by our method have good distinguishing ability. Fig. 18 shows the results of each method for
the training and testing sets in a 3:7 partition ratio, and our method is still superior to the comparison
method. Furthermore, the results demonstrate that our method can also achieve high diagnostic accuracy
on different datasets.

Table 7: Identification results under the speed of 1750RPM

Method Mean ACC
CNN 92.5 £ 11.08%
Vggl6 96.99 + 0.58%
Resnetl8 98.49 4+ 0.11%
TFT 90.58 + 2%
Proposed 98.75 £ 0.73%
@) 2 (b) | 2 (0 12
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Figure 16: Confusion matrix for SDU dataset. (a) CNN, (b) Resnetl8, (c) Vggl6, (d) TFT and (e) the
proposed method



SDHM, 2024, vol.18, no.2 107

(a) ®), ] ©w
. 1 S .
10.0 3 ! 8 3 1
.o 2 2 2
28 44 2
7.5 4 o3 3 3 6 3
]
; a0, 3 . 4 i
504 - 5 5 4 5
@ >~ 6 0 s 2] o 6
259 » 7 7 ‘ " 7
¥, k
oo ~ 8 > 8 o . v 8
9 9 H “ 9
o 10| 4] 10 21 - 10
254 P 4 .
. s 4
-5.0 - -6 1 <
) “-5 6
-7.54 -84
-100 -75 -50 -25 00 25 50 8 6 -4 -2 0 2 -5 =50 25 00 25 5.0
() ()
44 1 !
2 49 o 2
-6 = 3 ’ 3
X . 4 21 4
81 b1, 5 e e 5
2 ’
124 8| 24 k 8
9 9
-14 A 0, 10
-16 4 “~
=4
~18 4 Y o
4 6 -4 =2 0 2 4 00 25 50 75 100 125

Figure 17: The 2D visualization result of features for the SDU dataset. (a) CNN, (b) Resnet18, (c) Vggl6,
(d) TFT and (e) the proposed method
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Figure 18: Experimental results of the SDU dataset at a 3:7 ratio

6 Conclusion

In this study, a novel end-to-end bearing fault diagnosis method based on transfer RST is proposed. The
conclusions of this paper are as follows:

(1) Combined with TL, a novel transfer RST structure whose depth is 24 layers is created. Compared
with shallow network and untrained deep network methods, the proposed method still exhibits good
diagnostic performance even with limited sample data. Even with a small amount of labeled fault data,
the pre-trained deep network still has good fault feature extraction ability.
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(2) Our method converts the original signal into a wavelet TFD, and then inputs it into the transfer RST
to obtain the fault features, and outputs the fault type.

(3) Experiments on public and SDU datasets validate our method’s performance. Under some working
conditions, our method’s diagnostic accuracy is 100%. Experimental results show that our method has
advantages over shallow neural networks and untrained deep neural network methods.

In the future, the proposed method will be studied in the task of classifying different mechanical
equipment failure types in noisy environments.
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