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ABSTRACT: An accurate and robust estimation of leaf chlorophyll content (LCC) is very important to better
know the process of material and energy exchange between plants and the environment. Compared with traditional
remote sensing methods, abundant research has made progress in agronomic parameter retrieval using different CNN
frameworks. Nevertheless, limited reports have paid attention to the problems, i.e., limited measured data, hyperspectral
redundancy, and model convergence issues, when concerning CNN models for parameter estimation. Therefore, the
present study tried to analyze the effects of synthetic data size expansion employing a Gaussian process regression (GPR)
model for simulation, input feature optimization using different spectral indices with a competitive adaptive reweighted
sampling (CARS) algorithm, model convergence issue combining transfer learning (TL) method for accurate and
robust estimation of plant LCC with a deep learning framework (i.e., ResNet-18) using the ANGERS data (a public
dataset containing foliar biochemical parameters spectral data for various plant types). Results showed that ResNet-18
training using 800 simulated reflectances (400–1000 nm) and partial ANGERS data exhibited better results, with an
R2 value of 0.89, an RMSE value of 6.98 μg/cm2, an RPD value of 3.70, for LCC retrieval using remanent ANGERS
data, than models that using simulations with different amounts of data. The estimation accuracies obviously increased
when nine spectral indexes, selected from the CARS algorithm, were used as model input for running the ResNet-18
model (R2 = 0.96, RMSE = 4.65 μg/cm2, RPD = 4.81). In addition, coupling transfer learning with ResNet-18 improved
the model convergence rate, and TL-ResNet-18 exhibited accurate results for LCC estimation (R2 = 0.94, RMSE =
5.14 μg/cm2, RPD = 4.65). These results suggest that adding appropriate synthetic data, input features optimization, and
transfer learning techniques could be effectively used for improved LCC retrieval with a ResNet-18 model.

KEYWORDS: Convolutional neural network; gaussian process regression; spectral index; competitive adaptive
reweighted sampling; transfer learning; leaf chlorophyll content

1 Introduction
Chlorophyll is an important pigment in green plants. Its content variations possess an important effect

on botanic growth status and photosynthetic capacity and are directly related to stress conditions and the
senescence process [1]. Accurate estimation of its content and fluctuation is crucial and thus could provide
the basis for plant growth condition analysis [2]. Since chlorophyll exhibits obvious absorption features
within blue and red bands, it is possible to employ remote sensing and spectroscopic techniques for non-
destructively determination of its content, and plentiful researchers thus have developed various retrieval
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methods, including empirical methods using the spectral index, non-parametric statistic methods, inversion
of radiation transfer model (RTM) and hybrid methods, for chlorophyll content assessment [2–4].

Compared with these methods, the convolutional neural network (CNN) excels in excellent representa-
tion learning ability and biological similarity, which makes it suitable for hyperspectral data processing [5–7].
Abundant research has been carried out to apply CNN for agronomic parameter retrieval. For instance,
Barman et al. [8] utilized a CNN model with 12 color features from tea leaf images to assess chlorophyll
content. The model achieved good accuracies with a mean absolute error (MAE) of 3.01 μg/cm2 and a root
mean square error (RMSE) of 4.18 μg/cm2. Shi et al. [9] combined reflectance ranging from 400 to 2450
nm as input features with AlexNet for estimation of leaf carotenoids and chlorophyll content. Their results
showed that AlexNet behaved with better accuracies (a coefficient of determination (R2) of 0.91, and a RMSE
of 6.36 μg/cm2) for leaf chlorophyll content retrieval when compared with that from traditional machine
learning techniques. Zhou et al. [10] used seven image features representing plant height, canopy color, and
canopy texture to build a hybrid CNN model for soybean yield estimation, which showed accurate results
for yield prediction (R2 = 0.78; RMSE = 391 kg/ha), Prilianti et al. [11] analyzed chlorophylls, carotenoids,
and anthocyanins in plant leaves using multispectral digital images, and input the 10-channel multispectral
images into a CNN for comprehensive prediction of pigmentation, and the results showed that the CNN
was able to identify the relationship between the digital images of the leaves and the pigmentation content
very well, and the optimal mean squared error reached 0.0037. Considering that full-range hyperspectral
data may contain redundant information, several researchers adopted methods for data dimensionality
reduction when dealing with hyperspectral reflectance data for parameter retrieval. Elsherbiny et al. [12]
employed the principal component analysis (PCA) method for hyperspectral dimensionality reduction, and
extracted features were then used for back propagation neural network (BPNN) in estimating paddy rice
canopy water content, and it was found that the use of PCA algorithm improved model accuracy. Zhang
et al. [13] combined successive projection algorithm (SPA) and competitive adaptive reweighting algorithm
(CARS) with machine learning algorithms to effectively eliminate hyperspectral redundancy, decrease input
dimensionality, and thus enhance model operation efficiency. In addition to data dimensionality reduction of
input features for CNN modeling, some researchers focused on various approaches, such as transfer learning
(TL), to perfect model framework or hyper-parameters so as to improve network convergence rate, alleviate
overfitting, and thus increase model generalization abilities [14]. Based on transfer learning and residual
networks, Wang et al. [15] proposed a TL-SE-ResNeXt-101 model for crop disease identification, which
improved the convergence speed of the model and significantly improved the accuracy of crops diseases
identification in real circumstances compared to models without transfer learning. Malathi et al. [16] applied
transfer learning to a pest dataset by fine-tuning hyper-parameters of the ResNet-50 model and the accuracy
of the fine-tuned model was 95.01%.

The above-mentioned literature has indeed enriched CNN methodologies in agronomic applications.
In the research process of chlorophyll content retrieval, insufficient data samples could be frequently
encountered when dealing with CNN models [17]. Although some researchers tried to use radiation transfer
models (RTMs) for simulation to expand data size for model establishment, combinations of different
parameters might produce simulations that were obviously different from corresponding measured data,
moreover, differences between simulated and corresponding measured data could not be quantified under
most circumstances. Thus, these simulated data when used for CNN modeling might incur unexplainable
results. Compared with hyperspectral reflectance data, spectral indices (SIs) that were calculated from several
specific wavebands’ reflectance, were commonly constructed and utilized to extract plant characteristics and
could be considered to reduce hyperspectral dimensionality with high collinearity. Despite a large amount of
SIs having been proposed for different purposes, studies on SIs selection and use for the optimization of CNN
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model establishment when dealing with crop chlorophyll content retrieval were still limited [18]. In addition,
most research concerning CNN models for parameter inversion focused on estimation accuracies as the
main index, which in turn might incur overfitting problems to some extent. Thus, it is imperative to optimize
model structure so as to ensure high model accuracies while improving model convergence rate and avoiding
parameter overfitting problems. Thus, in the present study, we aimed to analyze the effects of combining
synthetic data for modeling, input feature optimization model convergence issues, and generalization for
accurate and robust estimation of plant LCC with a deep learning framework (i.e., ResNet-18). The specific
objectives were to: i) evaluate the accuracies of abundant leaf reflectance simulation based on measured foliar
hyperspectral using a GPR model; ii) analyze the influence of adding simulated data on the assessment of leaf
chlorophyll content retrieval with ResNet-18 using raw reflectance data (400–1000 nm); iii) investigate the
effect of input feature selection on the performance of leaf chlorophyll content estimation, based on various
spectral indices; iv) assess the generalization capability when combined transfer learning with ResNet-18 for
improved LCC modeling.

2 Materials and Methods

2.1 Measured and Synthetic Data
(1) ANGERS dataset
In order to investigate the mentioned aspects using deep learning frameworks for leaf chlorophyll

content assessment, public data, i.e., ANGERS dataset (http://opticleaf.ipgp.fr/) (accessed on 23 January
2025), which included both leaf biochemical parameters and leaf spectral data for temperate plants (39
plant species, including deciduous trees/shrubs) collected by the French National Institute of Agricultural
Research (INRA) in 2003, was used. The leaf spectrum containing directional hemispherical reflection and
transmission was measured using an ASD FieldSpec spectrometer combined with an integrating sphere.
The spectral data was characterized with a spectral resolution of 1 nm ranging from 400 to 2400 nm. Leaf
biochemical compositions, such as chlorophyll a and b, carotenoids, equivalent water thickness (EWT), and
leaf mass per area (LMA), were determined using standard laboratory methods. Among which, pigment
contents were measured with spectrophotometric techniques, i.e., selected leaves were first dissolved in
95% ethanol, and leaf chlorophyll a chlorophyll b, and carotenoid contents were calculated with solutions’
absorption features at wavelengths of 470, 648.6, and 664.2 nm, respectively. Detailed descriptions of the
ANGERS dataset can be found in the literature [19]. Since the absorption features are mainly within the
visible wavelength range, leaf reflectance ranging from 400 to 1000 nm was considered, and a total of 276
samples were used for leaf chlorophyll content estimation.

(2) Simulated Data
To assess the influence of data size on leaf chlorophyll content retrieval using a deep learning model,

different sizes of simulations were generated with the measured ANGERS dataset and Gaussian process
regression (GPR) methods. The simulation process primarily involved three steps: (1) Model data, including
276 leaf-measured spectra and corresponding leaf chlorophyll content. Here, leaf chlorophyll content was
used as input features to simulate spectra data as model output. The total amount of ANGERS data (n = 276)
was randomly divided into 60% for model calibration and remnant 40% for model validation. (2) Model
training and validation. GPR was chosen as a multi-output machine learning algorithm, combined with
a calibration dataset to obtain a 400–1000 nm reflectance model, and model accuracy was evaluated with
independent validation data. (3) Data simulation. Combining with leaf chlorophyll content numerical
characteristics (i.e., maximum, minimum, mean, and standard deviation) and its normal distribution, as
well as the number of simulations, 400–1000 nm leaf reflectance data were modeled based on the established

http://opticleaf.ipgp.fr/
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multi-output model, so as to obtain a different number of datasets (n = 200, 500, 800, and 1000). Simulations
were performed using the Automated Radiative Transfer Models Operator (ARTMO) Toolbox version 3.29
within Matlab software. The ARTMO is a software package that provides tools for running and inverting
a suite of plant RT models, and it facilitates consistent and intuitive user interaction, thereby streamlining
model setup, running, storing, and output plotting for data further analysis [20].

2.2 Spectral Index Features
Apart from reflectance data (400–1000 nm) used as model input, spectral indices were also investigated

as input features for model building. Here different types of spectral indices were summarized and classified
into five categories [21]: 1) Reflectance difference index (RDI). Which was expressed as the reflectance of
one band subtracted from that of another one; 2) Reflectance ratio index (RRI) that uses one band reflected
spectra divided by that of another one; 3) Normalized reflectance difference index (NRDI), which utilized the
difference value of reflectance from two individual wavebands divided by their addition value; 4) Difference
of reflectance ratio index (DRRI). This form was a combination of RDI and RRI, where the numerator was
the difference value of reflectance from two individual wavebands, while, the denominator was just the
reflectance value of one waveband; 5) Ratio of reflectance difference index (RRDI). Different from DRRI
formation, the numerator and denominator of RRDI both comprised different values of reflectance from
two individual wavebands, and one waveband was repeatedly used in both the numerator and denominator.
Detailed information about these spectral indices is listed in Table 1.

Table 1: Spectral indices investigated in the present study

Type Spectral index Formula Reference

RDI Reflectance difference (RD1) R800 − R680 [22]
Reflectance difference (RD2) R705 − R505 [23]

RRI
Pigment-specific simple ratio (PSSRa) R800/R600 [24]

Red edge reflectance ratio (RR710) R750/R710 [25]
Red edge reflectance ratio (RR720) R740/R720 [26]

NRDI
Normalized difference vegetation index (NDVI) (R800 − R680)/(R800 + R680) [27]

Normalized difference red edge (ND705) (R750 − R705)/(R750 + R705) [28]
Photochemical reflectance index (PRI) (R531 − R570)/(R531 + R570) [29]

DRRI
Plant senescence reflectance index (PSRI) (R680 − R500)/R750 [30]

Chlorophyll index red edge (CIrededge) (R750 − R700)/R700 [31]
Chlorophyll index green (CIgreen) (R750 − R550)/R550 [31]

RRDI

Structure insensitive pigment index (SIPI) (R800 − R445)/(R800 − R680) [32]
Eucalyptus pigment index (EPI) (R850 − R710)/(R850 − R680) [33]
Modified simple ratio (mSR705) (R750 − R445)/(R705 − R445) [34]

MERIS terrestrial chlorophyll index (MTCI) (R750 − R710)/(R710 − R680) [35]

Note. Rλ is the reflectance value at wavelength λ (nm).

2.3 Competitive Adaptive Reweighted Sampling (CARS)
Even though varied spectral indices were selected as CNN model input, redundant information might

still occur when model training. A feature selection algorithm, i.e., competitive adaptive reweighted sampling
(CARS) was thus used. The method could choose features based on their significant regression coefficients
in the partial least squares (PLS) model, utilizing the adaptive reweighted sampling (ARS) technique.
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Low-weight input features and optimal variables combination through cross-validation process could be
determined with the lowest root mean square error of the cross-validation (RMSECV). The algorithm
comprised the following key steps:

1) The PLS model was constructed using a Monte Carlo sampling approach, where 80% of calibration
samples were randomly chosen for modeling in each iteration, while the remaining 20% were reserved for
prediction. Sampling number N for Monte Carlo should be predetermined, and PLS model weights need to
be recorded for each sampling process.

2) Exponential decay function (EDF) was utilized to eliminate features with minimal regression weights.
When the PLS model was established based on Monte Carlo sampling, the ratio R of variables number
determined by the I sampling was determined by the following formulas:

R = μe−ki (1)

μ = (n
2
)

1
N−1

(2)

k =
ln n

2
N − 1

(3)

where n was the total number of features that were used for PLS modeling.
3) During each sampling, PLS modeling was executed by selecting R*n variables from the number

of variables in the previous sampling, employing the adaptive reweighted sampling (ARS) method to
compute RMSECV.

4) After N times of sampling, the CARS algorithm could obtain a feature set of N group candi-
dates, and corresponding RMSECV values, the optimal feature subset was determined with the minimum
RMSECV values.

2.4 ResNet-18 Framework
ResNet-18 was used as a backbone network in the present study, its main components consist of an

input layer, a convolutional layer, four residual modules, a fully connected network, and an output layer.
Here, the input layer was composed of either reflectance data from 400–1000 nm wavebands, or specific
calculated spectral indices; while LCC was estimated as output. In order to better adapt spectra reflectance
data or spectral indices features to ResNet-18, the network structure was changed: Firstly, all two-dimensional
convolutional layers were adjusted to one-dimensional convolutional layers; secondly, the original down-
sampling convolution layer of the first input was modified from the 7 × 1 to 3 × 1, so as to make better
use of spectral reflectance or spectral indices. The ANGERS dataset was randomly divided into two parts
(training and validation), each with a number of 138. Simulated data with different amounts of 200, 500, 800,
and 1000 were added to the training portion, respectively, in order to investigate the effect of varied data
sizes on the performance of the ResNet-18. Before entering the network, input data were standardized using
mean values and standard deviation of each channel (reflectance from 400–1000 nm wavebands) or feature
(various spectral indices). The best settings for the ResNet-18 model were as follows: the path parameter was
set to 128, and the network was trained in 1000 iterations. The learning rate was fixed to 0.01, while, the Adam
optimization algorithm was adopted. Mean Squared Error (MSE) loss function and batch normalization
were further utilized to mitigate the overfit problem during network training. In addition, a transfer learning
method was added to the ResNet-18 framework (i.e., TL-ResNet-18) to investigate network convergence
rate and model generalization capability. Training of TL-ResNet-18 was divided into two parts: firstly, all
simulated data were used to train the network so as to gain model coarse parameters; the second part was
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to fine-tune model parameters which were obtained in the first part, using the ANGERS dataset with the
same data partition when ResNet-18 alone was trained and validated. In terms of TL-ResNet-18 modeling,
input data were specific spectral indices that were selected with the CARS algorithm. The detailed flowchart
is presented in Fig. 1.

Figure 1: Flowchart of LCC estimation with ResNet-18 deep learning framework

2.5 Model Accuracy Evaluation
For the multi-output model with GPR methods, root mean square error (RMSE), mean absolute error

(MAE), relative root mean square error (RRMSE), and normalized root mean square error (NRMSE) were
chosen to compare simulated reflectance from 400 to 1000 nm with leaf measured spectra within this wave
range. While, for LCC retrieval with ResNet-18 or TL-ResNet-18 approaches, coefficient of determination
(R2), RMSE, and relative percent deviation (RPD) were selected. In addition, accuracy (A) and precision (P)
mentioned in [36] were also considered as indexes for validation results.

3 Result

3.1 Comparison between Emulated and Measured Hyperspectral Data
The overall evaluation accuracies of GPR training and validation models for 400–1000 nm reflectance

simulation are presented in Table 2. Results showed that the GPR model training process behaved with a
similar performance to that of the validation procedure, which indicates the robustness of multi-output
GPR for modeling. Detailed comparison between simulation and measured data curves for 400–1000 nm
reflectance was further investigated (Fig. 2). Results in Fig. 2a showed the difference between best (or worst)
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simulated curves and correspondingly measured reflectance data. It could be seen that the best simulation
curve was close to that of correspondingly measured data, apart from that reflectance from 400–500 nm
and 600–700 nm exhibited slight differences. In contrast, the worst simulation exhibited a poor similarity
to the correspondingly measured curve: obvious difference occurred in the region from 400 to 780 nm,
where reflectance at 680 nm performed with the largest dissimilarity (reflectance difference value of about
0.2). Apart from best and worst simulations, the statistical overview for synthetic and measured reflectance
in Fig. 2b showed that curves of average values from simulated and measured reflected data exhibited the
same values within the 400–1000 nm wave range. In terms of standard deviation curves, reflectance standard
deviation boundaries of emulated reflectance were less varied than that of ANGERS data. Moreover, standard
deviation values were slighter larger in 500–700 nm region for both measured and simulated data, compared
with reflectance from other wavebands. In addition, maximum and minimum reflectance for simulated data
showed limited variations compared with that of measured data, while measured ANGERS data behaved
with a much larger upper bound in the visible range (400–780 nm).

Table 2: Summary of GPR model for 400–1000 nm reflectance emulation

Type MAE RMSE RRMSE (%) NRMSE (%)
Training 0.02 0.04 26.96 12.02

Validation 0.23 0.04 27.01 12.77

Figure 2: Comparison of emulated and ANGERS-measured spectral data ranging from 400 to 1000 nm. (a) was best
and worst simulation vs. measured data, (b)–(d) were statistical overview, relative residuals, and absolute residuals
between synthetic and measured reflectance, respectively. SD referred to standard deviation
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Relative residual values between simulated and measured data ranging from 400 to 1000 nm are
presented in Fig. 2c. Results showed that variations of relative residual mean values (black line in Fig. 2c)
were basically around 0 in 400–1000 nm wavebands, with a slight fluctuation around 680 nm. Similar to
the variations results of reflectance SD values in Fig. 2b, relative residual SD values also exhibited a larger
variation (varied from −30% to 20%) in 400–750 nm wave region compared to those values (−7%–6%) after
750 nm. Absolute maximum relative residual SD occurred around 680 nm with a value of 55.74%. Similarly,
upper and lower boundaries of relative residual values behaved with obvious large fluctuation from 400 to
750 nm waveband range, with 680 nm exhibiting the maximum relatively residual value (155.56%). In terms
of absolute residual statistics in Fig. 2d, its mean values were close to 0 within 400–1000 nm as well. In
comparison, maximum and minimum SD values of absolute residual exhibited a moderate oscillation, with
values slightly larger from 400 to 700 nm than values in 700–1000 nm. As for its upper and lower bounds,
maximum and minimum values behaved with noteworthy variations in 400–700 nm, with 480 and 680 nm
exhibiting absolute residual values larger than 0.2.

3.2 Effect of Synthetic Data Size on LCC Retrieval with ResNet-18
To investigate the effect of varied data size on the performance of ResNet-18 for LCC estimation,

different amounts of simulated data (i.e., 200, 500, 800, and 1000) were combined with the training part
of ANGERS data (n = 138) for ResNet-18 modeling using reflectance from 400 to 1000 nm, respectively.
Remanent ANGERS data (n = 138) were then used for model validation, and validation results are presented
in Fig. 3. Overall, accuracies of retrieved LCC showed slight variance when different synthetic data were
used for model calibration. ResNet-18 model with 200 emulated data exhibited the worst accuracies for LCC
estimation with an R2 of 0.84, an RMSE of 8.97 μg/cm2, and an RPD of 2.51. In comparison, models with
500 and 1000 synthetic data showed slightly better accuracies, with similar values for fitted line equations,
R2, RMSE, and RPD, respectively. A model with 800 simulated data best captured the relationship between
measured and estimated LCC with an R2 of 0.89, an RMSE of 6.98 μg/cm2, and an RPD of 3.70. Moreover,
LCC values lower than 20 μg/cm2 were less underestimated by a model with 800 simulated data compared
with other models in Fig. 3a–d.

Apart from the overall scatterplot between measured and predicted LCC using the validation part of
ANGERS data (n = 138), validation results, with different ResNet-18 models using 200, 500, 800, and 1000
simulated data, were further analyzed based on four LCC value ranges (i.e., 0–20, 21–40, 41–60, 61–120),
and new R2, RMSE, and RPD were calculated accordingly. Statistics results for these LCC value ranges are
presented in Table 3, which shows that ResNet-18 models exhibited varied performance for different LCC
value ranges. For LCC values in 0–20 μg/cm2 intervals, all models showed low accuracies with R2 values lower
than 0.2. ResNet-18 model with 800 synthetic data behaved with a relatively low RMSE value of 7.35 than
other models. For LCC values ranging from 21 to 40 μg/cm2, ResNet-18 models with 500 and 800 simulations
showed slightly better estimation results than other models. Predicted LCC values in this range showed lower
RMSE values, for ResNet-18 models with 500, 800 emulated data, than those values in Fig. 3a,d. For LCC
values within 40–60 μg/cm2 range, best accuracies (R2 value around 0.6, RMSE value about 7.4 μg/cm2)
were achieved by models with 500 and 1000 simulated datasets, while for LCC values larger than 60 μg/cm2,
models with 200 and 500 emulations showed superior estimation results (R2 value around 0.7, RMSE value
about 6.6 μg/cm2) than other models.
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Figure 3: LCC validation results using ResNet-18 with different data sizes. (a)–(d) were results for a calibrated model
combining the training part of ANGERS data with 200, 500, 800, and 1000 simulated data

Table 3: Statistics of validation results with the above models for different LCC value ranges

LCC range Number of measured data Synthetic data size R2 RMSE (μg/cm2) RPD

0–20 44

200 0.07 10.26 0.50
500 0.04 10.28 0.51
800 0.16 7.35 0.71
1000 0.13 9.46 0.55

21–40 51

200 0.44 7.42 0.75
500 0.46 5.42 0.94
800 0.46 6.01 0.94
1000 0.37 6.31 0.88

41–60 28

200 0.55 10.36 0.58
500 0.64 7.42 0.81
800 0.56 8.76 0.69
1000 0.61 7.32 0.80

(Continued)
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Table 3 (continued)

LCC range Number of measured data Synthetic data size R2 RMSE (μg/cm2) RPD

61–120 15

200 0.75 6.63 1.96
500 0.83 6.37 2.05
800 0.81 8.13 1.59
1000 0.79 7.06 1.85

3.3 Feature Selection with ResNet-18 for LCC Estimation
Besides using reflectance in 400–1000 nm as input when training the ResNet-18 model, 15 spectral

indices that were designed for chlorophyll retrieval, were considered as input features to investigate the
feasibility of ResNet-18 for LCC estimation. In addition, a CARS algorithm was used to optimize spectral
indices as input features, since these SIs were derived with four types of equations (Table 1) using reflectance
from specific wavebands, which might encounter information redundancy issues. Results of CARS for feature
selection using the ANGERS data (n = 276) are shown in Fig. 3. With the increase of iteration, the numbers of
variables, i.e., spectral indices, exhibited a steady downward tendency (Fig. 4a). In comparison, the behavior
of RMSECV showed obvious vibrations during the iteration process. When iteration values were larger
than 40, RMSECV values behaved with a significant rising trend. The lowest RMSECV, when the iteration
value was 15, was considered for determining the optimized quantity of spectral indices. 9 spectral indices,
including RD2, PSSRa, RR710, RR720, NDVI, CIred edge, SIP, EPI, and mSR705, were then selected as in put
features for further ResNet-18 modeling.

Figure 4: Results of CARS for feature selection. (a) was changing the trend of the number of SIs with the increase of
iterations, (b) was RMSE variations when iterations increased

Based on the results of different data sizes for LCC retrieval in Fig. 3, 800 synthetic data combined with
the training part of ANGERS data (Section 2.4) were used for ResNet-18 modeling with spectral indices as
input features, on the consideration that ResNet-18 with 800 emulated data behaved with overall accurate
estimation compared with other models. Validation results of these models with remanent ANGERS data
are presented in Fig. 5. Compared with validation results in Fig. 3c that use reflectance from 400 to 1000
nm as input features, models with spectral indices exhibited superior estimation accuracies. Firstly, model
evaluation indexes, such as fitted equations, R2, RRMSE, and RPD values for ResNet-18 with SIs were much
more accurate than those using 400–1000 nm reflectance. Furthermore, estimated LCC values with SIs
showed a more clustered distribution around a 1:1 line than that using reflectance (400–1000 nm) as input
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features. In addition, when LCC values were lower than 20 μg/cm2, ResNet-18 with SIs exhibited better
sensitivity to LCC variations than that model using reflectance from 400–1000 nm. In terms of SIs selection
for LCC modeling, ResNet-18 with the 9 selected SIs exhibited even better results than that using all the
SIs: Scatterplot of estimated and measured LCC in Fig. 5b was more converged around 1:1 line, with the
slope value (0.94) of the fitted line closer to 1. Moreover, LCC values larger than 80 μg/cm2 in Fig. 5a were
underestimated than those in Fig. 5b.

Figure 5: Validation results of SIs as input for LCC estimation with ResNet-18. (a) was the result using all 15 spectral
indices, and (b) was the result with 9 SI features using CARS algorithm

3.4 Combining Transfer Learning with ResNet-18 for LCC Assessment
Based on the results of ResNet-18 with the selected 9 spectral indices as input features, a transfer learning

method coupled with ResNet-18 (i.e., TL-ResNet-18) was used to investigate its performance of on LCC
retrieval concerning convergence issues during model training, and its estimation accuracies were compared
with only ResNet-18 modeling. Loss values, i.e., MSE, of the model training process for ResNet-18 and TL-
ResNet-18 were then analyzed. Fig. 6a shows the convergence results of ResNet-18 training with the selected
9 spectral indices as input features using the calibration part of ANGERS data (n = 138). The initial loss value
for ResNet-18 training was very large (approximated 1600), and then its values descended to 23, rapidly in the
process of the first 28 iterations. With the advance of training sessions, loss values gradually reduced to 0.01
at 256 epochs. When iterations were about 400, a significant increase occurred to loss values, and its values
were then lowered and flatted as the number of iterations increased to 1000. In comparison, the convergence
process of TL-ResNet-18 with 800 simulated data for coarse tuning, and partially measured data (n = 138) for
fine tuning was more stable and faster. Its initial loss value started from 53.53 and rapidly decreased to 0.01
at 152 epochs. Even though variations of loss values appeared from 345 (0.44) to 385 (0.61) iterations, overall
loss values were no larger than 1.0. Moreover, its values were close to 0 after 400 iterations.

With these training results, validation of ResNet-18 and TL-ResNet-18 models using the same remanent
ANGERS data (n = 138) are shown in Fig. 7. Results indicated that both ResNet-18 and TL-ResNet-18
exhibited good estimation accuracies for LCC retrieval, with an R2 value larger than 0.9, a RMSE value lower
than 6.2 μg/cm2, and a RPD value higher than 4.0. Among these two models, TL-ResNet-18 behaved with
slightly better validation results: the slope value of the fitted line (0.97) between measured and predicted
LCC was closer to 1, and LCC values around 0 were better estimated than that by ResNet-18. Nevertheless, a
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sample with an LCC value of 60 μg/cm2 was obviously overestimated by both two models. Compared with
results in Fig. 4b that using ResNet-18 combing 800 synthetic and partially measured data with the 9 selected
spectral indices as input features, ResNet-18 modeling using only measured data (Fig. 6a) showed a slightly
worse estimation result with an increase of 1.61 μg/cm2 for RMSE values and a decrease of 0.78 for RPD
values. In terms of the TL-ResNet-18 model, its behavior in LCC estimation did not exceed those results
in Fig. 5b as well.

Figure 6: Convergence of losses for the model training process. (a) were results of ResNet-18 training with the selected
9 spectral indices as input features using the calibration part of ANGERS data, (b) resulted using TL-ResNet-18 with
800 simulated data for coarse tuning, and the calibration part of ANGERS data for fine-tuning

Figure 7: Validation results of the selected 9 SIs as input for LCC estimation. (a) were results for ResNet-18 using the
ANGERS data, and (b) were results for TL-ResNet-18 using 800 synthetic data combined with the ANGERS dataset

4 Discussion
Accurate estimation of LCC is crucial to better know the process of material and energy exchange

between plants and the environment. In the present study, the effects of adding synthetic data for modeling,
input feature optimization, and model convergence issues for accurate and robust estimation of plant LCC
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with a deep learning framework (i.e., ResNet-18) were comprehensively investigated. In order to analyze the
influence of data size on LCC assessment, a multi-output GPR algorithm was used, instead of leaf level RTM,
such as PROSPECT series, to simulate abundant synthetic data, according to characteristics of the ANGERS
dataset, for ResNet-18 model training process. Even though RTMs could simulate abundant reflectance data
using different plant parameters as input, unrealistic combinations could still occur, which might lead to
large differences from measured data, and thus affect model accuracies when using these invalid simulations,
particularly for some situations using nonlinear models [3,37]. Moreover, differences between simulated data
using RTMs and measured data could hardly be quantified, which might, in turn, deteriorate the modeling
process. By contrast, 400–1000 nm reflectance simulation with the GPR model using ANGERS data showed
satisfactory results: absolute and relative residual values, compared with corresponding measured reflectance
from 400 to 1000 nm, were all around 0. Nevertheless, limit values of relative residual before 700 nm exhibited
obvious variations, particularly for its minimum value at 680 nm. Reasons for this might largely be attributed
to the insufficiency of the GPR algorithm for several simulations when corresponding measured reflectance
possessed significant differences from general cases, just like measured reflectance with the red dot line
in Fig. 2a. In addition, boundary values of relative residual values after 700 nm exhibited limited variations,
suggesting the accurate ability of the GPR algorithm for simulation. Variations in absolute residual values
further supported these views as well. These residual results were similar to the work conducted by Rivera
et al. [20] using different ML methods for approaching RTM simulations. Which suggests the feasibility of
applying statistics learning methods for synthetic data simulation.

According to LCC retrieval results with ANGERS and simulated data using raw reflectance, we found
that adding a certain amount of simulated data for ResNet-18 training could increase model accuracies.
Results in Fig. 3 and Table 3 suggested that the underestimation phenomenon of LCC values in the range of
0–20 μg/cm2 became less obvious, with the increase of simulated data for model training. Which suggested
the feasibility of adding simulated data for ResNet-18 training. As for the amount of synthetic data used for
the ResNet-18 modeling, 800 simulations were considered on account of model validation results in Fig. 3.
Nevertheless, detailed estimation results for different LCC ranges in Table 3 showed that the ResNet-18 model
combined partial ANGEERS data and 800 simulations did not outperform other models for all LCC value
ranges. Reasons for this might be partially attributed to LCC distribution characteristics. Since validated
ANGERS data exhibited a feature that 32% LCC values were lower than 20 μg/cm2 and 37% LCC values were
in the 21–40 μg/cm2 range. ResNet-18 model training with measured ANGERS data and 800 simulations
exhibited excellent accuracies in these two ranges than remanent ranges compared with other models. Thus,
we suggest that adding synthetic data for CNN modeling should concern the similarity between measured
data and simulation, and statistics features of target variables, to obtain accurate estimation. In terms of
measured data partition when used for model training and testing, several attempts were considered when
combining 800 simulations for model establishment. We found that varied dividing schemes had limited
influence on estimation accuracies of ResNet-18 for LCC retrieval: with an R2 value of around 0.88, an RMSE
value of about 7.0 μg/cm2, and an RPD value of approximately 3.5. Thus, an equal division of the ANGERS
data was used for model calibration and validation.

Compared with using original reflectance from 400–1000 nm as input, ResNet-18 modeling with 15
spectral indices showed improved estimation accuracies in LCC retrieval, which suggests that SIs might be
more suitable for LCC modeling. Moreover, estimated LCC with SIs features exhibited better convergence
with measured LCC around a 1:1 line in comparison with those results using 400–1000 nm reflectance. This
might be attributed to that spectral indexes that formed from different reflectance with varied formations
were more sensitive to capture LCC variations than initial band reflectance, even if these two factors were
used as inputs for convolution in ResNet-18 to obtain convolved features. This was particularly obvious when
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LCC values were lower than 20 μg/cm2 (or close to 0 μg/cm2), ResNet-18 with spectral indices exhibited much
better estimations than that using 400–1000 nm reflectance. In addition, 15 spectral indices that were fed to
ResNet-18 might be not the optimal features, since 9 spectral indices selected from CARS combined with
ResNet-18 exhibited better estimation accuracies compared with that using 15 SIs. Furthermore, predicted
LCC by ResNet-18 with 9 SIs showed better distribution vs. measured LCC. Apart from LCC values less
than 20 μg/cm2 were accurately retrieved in both two situations (Fig. 5a,b), several LCC values in the
40–60 μg/cm2 range, were better estimated by ResNet-18 with 9 SIs. Moreover, LCC values larger than 80
μg/cm2 were obviously underestimated in comparison with those values in Fig. 5b. This could be to some
extent explained by the decrease of input features dimension could filter out SIs with low weights after
the CARS algorithm, and thus improve the estimation accuracies for LCC values higher than 80 μg/cm2.
As for 9 chosen SIs by the CARS algorithm, band reflectance in these indices was mainly concentrated in
445, 505, 680, 700, 705, 710, 720, 740, 750, and 800 nm. Reflectance from these mentioned wavebands was
mostly considered crucial information, especially for the red-edge region (700–780 nm), for crop agronomic
parameter retrieval, such as chlorophyll [38], nitrogen [39], and leaf area index [40]. Apart from these
selected indices, RD1, ND705, PRI, PSRI, CIgreen, and MTCI were not chosen by CARS. Even though some of
these SIs are composed of red-edge reflectance as well, compared with selected SIs, these SIs might contain
certain information redundancy and possess low weight when used in the CARS algorithm. Which could
lead to no consideration of these SIs by CARS. These results indicate that combining feature optimization
with ResNet-18 modeling using hyperspectral data could reduce model input dimension, and improve its
efficiency while ensuring modeling accuracy, which was consistent with the results obtained by Zhang
et al. [41].

Combining the transfer learning techniques could indeed improve the model convergence rate since
the initial training loss value decreased from approximately 1600 to 53.53 when using TL-ResNet-18 for
model training (Fig. 6). Moreover, it could help ResNet-18 to slightly increase LCC estimation accuracies
in comparison with the results in Fig. 7a. These were accorded with the results of Wang et al. [15]. Even
though overall results of TL-ResNet-18 model using the same 9 spectral indices exhibited a little inferior
accuracy compared with results in Fig. 5b, scattered points of measured data vs. predicted LCC in Fig. 7b
showed slightly better convergence around 1:1 line, especially for several sample points with LCC values close
to 0 μg/cm2, and some with LCC values around 40 μg/cm2, which further suggested the effectiveness of
TL-ResNet-18 for improving LCC estimation. Nevertheless, there were still some deficiencies in the present
study. First, several simulations using the GPR algorithm with the ANGERS data characteristics exhibited
significant differences with corresponding measured reflectance in 400–1000 nm, which could incur model
estimation error. Moreover, considering that the total amount of ANGERS data was 276, the maximum
amount of synthetic data was set to 1000, which might not be large enough compared with research using
tens of thousands of simulations for CNN model training. In addition, SIs that were used as model input
factors just included five different types, of abundant spectral indices that were proposed for chlorophyll
retrieval still needed to be investigated to derive optimal input features for accurate and generalized CNN
model establishment. In a word, the present study comprehensively evaluated the effects of synthetic data
simulation, input feature optimization, and model convergence issue and generalization for accurate and
robust estimation of plant LCC with ResNet-18, we suggested that TL-ResNet-18 could be used for improved
LCC assessment using optimized SIs as input features, and this proposed a retrieval mode when CNN models
were used for accurate agronomic parameters estimation, particularly with very limited measured data.



Phyton-Int J Exp Bot. 2025;94(2) 517

5 Conclusions
In this study, the effects of combining synthetic data for modeling, input feature optimization, and

model convergence issues for accurate and robust estimation of plant LCC with the ResNet-18 framework
were comprehensively evaluated. A multi-output GPR model was established based on the ANGERS data,
and it exhibited good accuracies (an RMSE value of 0.04, an RRMSE value of 27.01%, and an NRMSE value
of 12.77%) for 400–1000 nm reflectance data simulation. On the whole, adding synthetic data for ResNet-
18 training could increase its estimation accuracies when raw reflectance from 400–1000 nm was used as
model input. ResNet-18 training with 800 simulations and partial ANGERS data exhibited accurate results,
with an R2 value of 0.89, an RMSE value of 6.98 μg/cm2, an RPD value of 3.70, for LCC retrieval using
remanent ANGERS data. In comparison, ResNet-18 modeling with 9 spectral indexes, selected from the
CARS algorithm, showed improved LCC estimation accuracies (an R2 value of 0.96, an RMSE value of
4.65 μg/cm2, an RPD value of 4.81). In addition, coupling transfer learning with ResNet-18 could boost
the model convergence rate, and TL-ResNet-18 exhibited accurate results for LCC estimation (R2 = 0.94,
RMSE= 5.14 μg/cm2, RPD= 4.65). These results suggest that adding appropriate synthetic data, input features
optimization, and transfer learning techniques could be effectively used for improved LCC retrieval with a
ResNet-18 model.
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