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ABSTRACT

Classification and monitoring of microalgae species in aquatic ecosystems are important for understanding popu-
lation dynamics. However, manual classification of algae is a time-consuming method and requires a lot of effort
with expertise due to the large number of families and genera in its classification. The recognition of microalgae
species has become an increasingly important research area in image recognition in recent years. In this study,
machine learning and deep learning methods were proposed to classify images of 12 different microalgae species
in order to successfully classify algae cells. 8 Different novel models (MobileNetV3Small-Lr, MobileNetV3Small-
Rf, MobileNetV3Small-Xg, MobileNetV3Large-Lr, MobileNetV3Large-Rf, MobileNetV3Large-Xg, Mobile-
NetV3Small-Improved and MobileNetV3Large-Improved) have been proposed to classify these microalgae
species. Among these proposed model structures, the best classification accuracy rate was 92.22% and the loss
rate was 0.72, obtained from the MobileNetV3Large-Improved model structure. In addition, as a result of the
experimental results obtained, metrics such as the confusion matrix, which can meet the experts in the correct
diagnosis of microalgae species, were also evaluated. This research may in the future open a new avenue for
the development of a cost-effective, highly sensitive computer-based system for the use of image analysis and deep
learning techniques for the identification and classification of different microalgae.
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1 Introduction

Microalgae are simple microscopic and photosynthetic organisms that can grow in almost all ecological
systems, including fresh and salt waters, and produce a wide variety of bioactive substances, some of which
are classes of toxins, ranging from unicellular to multicellular forms [1]. Microalgae, which produce about
half of atmospheric oxygen, can be used as a rich food source by humans because they synthesize organic
substances (carbohydrate, protein, oil). Microalgae contain Omega-3 and Omega-6 substances that are not
produced in the human body and vitamins important for human health. Microalgae monitoring is essential
for aquaculture and the aquatic environment to determine the abundance and species of algae populations
in the aquatic environment. Because of all these features, it has many uses, and it is gaining new usage
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areas day by day. They are widely used for a variety of applications such as human and animal nutrition,
biofuel production, CO2 capture, cosmetics, pharmaceuticals and nutrient recovery from wastewater [2,3].

The most common method typically used for monitoring and diagnosing microalgae is the use of an
optical microscope. It is analyzed by looking at the morphological differences of microalgae species.
However, this method is a labor-intensive, time-consuming and knowledge-intensive method that usually
takes a few hours to a few days to obtain analysis results from water samples. Since manual identification
of microalgae requires expertise and effort, machine learning techniques and especially artificial neural
networks (ANN), which is a computer-based automated system with high accuracy, has gained popularity
thanks to increasing computational capacity and large volumes of data that can be produced and managed
today. Deep learning is widely preferred in microalgae to perform various tasks such as pattern
recognition, classification, prediction and feature extraction [4]. These techniques are only capable of
inferring models based on data, require less in-depth knowledge of the system, and can adapt
appropriately to different conditions. These models can utilize different types of data such as categories,
numeric values or images depending on the problem to be solved [5]. A computer-based automatic
recognition system for the diagnosis and classification of microalgae will definitely reduce the burden of
taxonomists. In addition, it will allow many people to identify and know the types of microalgae without
having any knowledge about microalgae [6].

For the classification and recognition of algae species, different machine learning and deep learning
studies have been proposed so far. Promdaen et al. [7] revealed 97.22% classification accuracy for
12 microalgae found in water resources of Thailand by an automated recognition system based on feature
combination approach with Sequential Minimal Optimization (SMO) technique. Li et al. [8] exhibited
97% classification accuracy on a dataset contain 10,463 algae images by Mueller matrix imaging system
based on convolutional neural networks (CNNs). Deglint et al. [9] investigated the effectiveness of
automatic classification using a deep residual convolutional neural network and achieve a classification
accuracy of 96% in an experiment conducted with six different algae types. Salido et al. [10] used a
CNN-based deep learning and achieved a classification accuracy of 99.51% with the AlexNet network
and a detection efficiency of 86% with the YOLO network. The macroalgae segmentation study with
using three different CNN (MobileNetV2, Resnet18, Xception) were performed with highresolution
images [11]. Then, accuracy rates were compared to each other. ResNet18 provided the highest accuracy
of 91.9% thanks to the distinguishable textures and colors of macroalgae. The recognition results of five
CNN models was proposed, and the accuracy with transfer learning reached 94.0% [12].

In this study, machine learning and deep learning methods were used to classify images of 12 different
microalgae species in order to successfully classify algae cells and contribute to the literature in this field.
Logistic regression, random forest and XGBoost methods from machine learning methods,
MobileNetV3Small and MobileNetV3Large methods from deep learning methods were discussed. As a
result of the fact that these methods are both hybrid in themselves and different improvements, 8 novel
models have been proposed. These proposed models were trained and tested separately using the the
algae cell images data. The contributions of this study can be summarized as follows:

1. For the classification of microalgae, 6 novel hybrid models were applied by performing classification
operations with deep learning methods, feature extraction, machine learning methods.

2. By adding auxiliary layers to deep learning methods, 2 novel improved transfer learning models were
applied.

3. 13 different models were trained and compared separately using machine learning, deep learning and
proposed methods.

4. High classification success with MobileNetV3Large-Improved model.
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The remaining arrangements are as follows. Detailed information about the materials and methods used
in the classification of algae cells is presented in Section 2. Experimental analyses, results and discussions are
given in Section 3. In Section 4, information about the results obtained in the study and future studies are
given.

2 Materials and Methods

In this section, dataset and preprocessing, system configuration, model structures and training
parameters are given in order to get successful results from machine learning and deep learning methods.

2.1 Dataset and Image Pre-Processing
In this study, the 12-class the algae cell images database, which is open to the public, was used for the

successful classification of algae cells [13]. The dataset includes Anabaena, Aphanizomenon, Gymnodinium,
Karenia, Microcystis, Noctiluca, Nodularia, Nostoc, Oscillatoria, Prorocentrum, Skeletonema, Nontoxic
algae cell types. There are 4650 images of algae cells from the nontoxic species and 150 images
from each of the other species. There are a total of 6300 images of these algae cell types in different
pixel sizes. In order to achieve the desired success from machine learning and deep learning models, all
algae cell images in the dataset were converted to 224 × 224 × 3 pixels by preprocessing. Then, in order
to extract good features from the dataset in the models discussed in the study, the dataset was divided
into 70% train, 20% test and 10% validation dataset. Sample images of each algae cell contained in this
dataset are shown in Fig. 1, and the diagram of the data pretreatment and dataset separation stage is
shown in Fig. 2.

2.2 System Configuration
The Python programming language was used to analyze the machine learning and deep learning

models discussed in the study. In order to compile Python codes and obtain analysis results, Google
Colaboratory [14] environment, which is a cloud-based system and has NVIDIA Tesla K80 graphics
processor, was used.

Figure 1: Sample images of each algae cell in the dataset (a) Anabaena, (b) Aphanizomenon, (c)
Gymnodinium, (d) Karenia, (e) Microcystis, (f) Noctiluca, (g) Nodularia, (h) Nostoc, (i) Oscillatoria, (j)
Prorocentrum, (k) Skeletonema, (l) Nontoxic
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2.3 Proposed Hybrid Model Structures
In the study, machine learning and deep learning based model structures were used in order to obtain

successful results by making good attribute extraction from algae cell types. Logistic regression from
machine learning models [15], random forest [16] and XGBoost [17], and one of the deep learning
models is MobileNetV3 [18], two versions of MobileNetV3Small and MobileNetV3Large models are
preferred.

8 different novel models have been proposed using these model structures. 6 novel hybrid models have
been proposed by using the pre-trained weights of the deep learning methods MobileNetV3Small and
MobileNetV3Large methods, feature extraction from machine learning methods, logistic regression,
random forest and XGBoost methods and classification processes. In addition, 2 novel improved models
named MobileNetV3Small-Improved and MobileNetV3Large-Improved with transfer learning have been
proposed by adding auxiliary layers to the MobileNetV3Small and MobileNetV3Large models. The
suggested models are: MobileNetV3Small-Lr, MobileNetV3Small-Rf, MobileNetV3Small-Xg,
Mobilenetv3Large-Lr, Mobilenetv3Large-Rf, Mobilenetv3Large-Xg, MobileNetV3Small-Improved and
Mobilenetv3Large-Improved. The flow diagram of the proposed models for classifying algae cells is
shown in Fig. 3.

Logistic regression, random forest and XGBoost methods, which are machine learning methods, were
first used to classify the algae cell image in the flow diagram given in Fig. 3. Secondly, MobileNetV3Small
and MobileNetV3Large methods from deep learning methods were used. A total of 6 hybrid methods,
including 3 novel methods by hybridizing with MobileNetV3Small method, logistic regression, random
forest and XGBoost methods, and 3 novel methods by hybridizing with MobileNetV3Large method,
logistic regression, random forest and XGBoost methods, have been proposed. Then, 2 more improved
models were proposed by adding 512 convolution and 25% forget-me-not auxiliary layers to the last
layers of the MobileNetV3Small and MobileNetV3Large methods. Using each of these models separately,
12 classed algae cell types were classified.

2.4 Model Training Parameters
In order to extract good features from each model structure discussed in the study, each algae cell is

divided into training, test and validation datasets (Table 1). The training parameters given in Table 2 were
used to compare each model structure using these datasets.

3 Results and Discussion

In the study, 8 proposed models were trained and tested together with 3 machine learning and 2 deep
learning methods. All the findings obtained as a result of the educational test were analyzed
comparatively. Figs. 4, 6–8, 10 illustrate the confusion matrix of Logistic Regression, Random Forest,

Figure 2: Diagram of the pre-processing of the algae cells in the dataset and the dataset separation stage
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XGBoost, MobileNetV3Small, MobileNetV3Large, MobileNetV3Small-Lr, MobileNetV3Small-Rf,
MobileNetV3Small-Xg, MobileNetV3Large-Lr, MobileNetV3Large-Rf, MobileNetV3Large-Xg,
MobileNetV3Small-Improved, and MobileNetV3Large-Improved, respectively. The confusion matrix is a
tabular representation and summary of the predicted true and false values of each model in the
classification. It provides a better idea of the performance of the models. The confusion matrix is a two-
dimensional matrix that shows the actual classes and the predicted classes.

Figure 3: Proposed hybrid model structure

Table 1: Training, testing and validation datasets of algae cells

Algae cell type Training
(%70)

Test
(%20)

Validation
(%10)

Total
(%100)

Anabaena 105 30 15 150

Aphanizomenon 105 30 15 150

Gymnodinium 105 30 15 150

Karenia 105 30 15 150
(Continued)
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Logistic regression, random forest and XGBoost methods, one of the machine learning methods, were
used for normal learning first and the success results in classifying algae cells were obtained and the results
obtained are given in Table 3 comparatively. However, the confusion matrix values obtained from these
3 models are given in Fig. 4.

The success rates of logistic regression, random forest and XGBoost methods in classifying algae cells
as a result of normal learning; 73.97% success was achieved with the logistic regression method, 77.94%
with the random forest method and 77.94% with the XGBoost method (Table 3). In algae cell
classification, random forest and XGBoost methods have been found to be better than logistic regression
method by providing the same success rate.

The success results of the deep learning methods MobileNetV3Small and MobileNetV3Large in
classifying algae cells by using normal learning are given in Table 4 comparatively, and the accuracy and
loss graphs obtained from the training test result are given in Fig. 5. However, the confusion matrix
values obtained from these 2 models are also given in Fig. 6.

MobileNetV3Small and MobileNetV3Large methods success rates in classifying algae cells without
transfer learning were achieved by 73.81% success both by MobileNetV3Small method and
MobileNetV3Large method (Table 4). That being said, a loss rate of 37.41% was obtained by the
MobileNetV3Small method and 7.98% by the MobileNetV3Large method. However, it was found that
MobileNetV3Small and MobileNetV3Large methods did not perform a successful training with normal
learning in algae cell classification.

Table 1 (continued)

Algae cell type Training
(%70)

Test
(%20)

Validation
(%10)

Total
(%100)

Microcystis 105 30 15 150

Noctiluca 105 30 15 150

Nodularia 105 30 15 150

Nostoc 105 30 15 150

Oscillatoria 105 30 15 150

Prorocentrum 105 30 15 150

Skeletonema 105 30 15 150

Nontoxic 3255 930 465 4650

Total 4410 1260 630 6300

Table 2: Models training parameters

Parameters Value

Epoch 50

Mini batch size 16

Activation function Softmax

Optimization algorithm Adamax

Loss function Categorical crossentropy
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Figure 4: Some the confusion matrix values of machine learning methods in classifying algae cells by
normal learning are (a) Logistic Regression (b) Random Forest (c) XGBoost

Table 3: The success results of machine learning methods in classifying algae cells by performing normal
learning

Dataset classes Logistic regression Random forest XGBoost Support

Precision Recall f1-score Precision Recall f1-score Precision Recall f1-score

Anabaena 0.75 0.20 0.32 1.00 0.20 0.33 1.00 0.40 0.57 15

Aphanizomenon 0.60 0.20 0.30 0.50 0.13 0.21 0.67 0.13 0.22 15

Gymnodinium 0.20 0.07 0.10 0.00 0.00 0.00 0.50 0.07 0.12 15

Karenia 0.50 0.47 0.48 0.67 0.27 0.38 0.86 0.40 0.55 15

Microcystis 0.64 0.47 0.54 1.00 0.33 0.50 1.00 0.27 0.42 15

(Continued)
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Table 3 (continued)

Dataset classes Logistic regression Random forest XGBoost Support

Precision Recall f1-score Precision Recall f1-score Precision Recall f1-score

Noctiluca 0.50 0.40 0.44 1.00 0.47 0.64 0.71 0.33 0.45 15

Nodularia 0.33 0.20 0.25 1.00 0.13 0.24 0.20 0.07 0.10 15

Nostoc 0.22 0.13 0.17 1.00 0.13 0.24 0.33 0.07 0.11 15

Oscillatoria 0.00 0.00 0.00 0.50 0.07 0.12 0.00 0.00 0.00 15

Prorocentrum 0.19 0.20 0.19 0.50 0.07 0.12 1.00 0.13 0.24 15

Skeletonema 0.62 0.33 0.43 1.00 0.07 0.12 1.00 0.13 0.24 15

Nontoxic 0.81 0.92 0.86 0.78 1.00 0.87 0.78 0.99 0.87 465

Accuracy 0.74 0.78 0.78 630

Macro avg 0.45 0.30 0.34 0.75 0.24 0.31 0.67 0.25 0.32 630

Weighted avg 0.71 0.74 0.71 0.77 0.78 0.71 0.75 0.78 0.72 630

Table 4: Success results of deep learning methods in classifying algae cells by using normal learning

Dataset classes MobileNetV3Small MobileNetV3Large Support

Precision Recall f1-score Precision Recall f1-score

Anabaena 0.00 0.00 0.00 0.00 0.00 0.00 15

Aphanizomenon 0.00 0.00 0.00 0.00 0.00 0.00 15

Gymnodinium 0.00 0.00 0.00 0.00 0.00 0.00 15

Karenia 0.00 0.00 0.00 0.00 0.00 0.00 15

Microcystis 0.00 0.00 0.00 0.00 0.00 0.00 15

Noctiluca 0.00 0.00 0.00 0.00 0.00 0.00 15

Nodularia 0.00 0.00 0.00 0.00 0.00 0.00 15

Nostoc 0.00 0.00 0.00 0.00 0.00 0.00 15

Oscillatoria 0.00 0.00 0.00 0.00 0.00 0.00 15

Prorocentrum 0.00 0.00 0.00 0.00 0.00 0.00 15

Skeletonema 0.00 0.00 0.00 0.00 0.00 0.00 15

Nontoxic 0.74 1.00 0.85 0.74 1.00 0.85 465

Accuracy 0.74 0.74 630

Macro avg 0.06 0.08 0.07 0.06 0.08 0.07 630

Weighted avg 0.54 0.74 0.63 0.54 0.74 0.63 630
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Figure 5: Accuracy and loss graphs of deep learning methods obtained as a result of training test by
performing normal learning (a) MobileNetV3Small (b) MobileNetV3Large

Figure 6: Confusion matrix values of deep learning methods in classifying algae cells by normal learning (a)
MobileNetV3Small (b) MobileNetV3Large
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In the MobileNetV3Small deep learning model, attribute extraction was performed only from pre-
trained weights without training the entire network, and 3 novel transfer-learning hybrid models named
MobileNetV3Small-Lr, MobileNetV3Small-Rf and MobileNetV3Small-Xg were proposed by combining
them with machine learning methods. These proposed models have been trained and tested separately.
The experimental results obtained as a result of training and testing are given in Table 5 comparatively.
The confusion matrix values obtained from these 3 hybrid models are given in Fig. 7.

MobileNetV3Small-Lr, MobileNetV3Small-Rf and MobileNetV3Small-Xg hybrid transfer learning
methods achieved success rates in classifying algae cells by MobileNetV3Small-Lr method 75.08%,
MobileNetV3Small-Rf method 80.48% and MobileNetV3Small-Xg method 80.95% (Table 5). Therefore,
it has been seen that the MobileNetV3Small-Xg method is better than the other two hybrid methods in
algae cell classification. In Table 4 and Fig. 5, it was seen that learning occurred as a result of combining
the MobileNetV3Small model, which gives unsuccessful results with normal learning, with machine
learning methods.

Similarly, in the MobileNetV3Large deep learning model, attribute extraction was performed only from
pre-trained weights without training the entire network, and 3 novel transfer-learning hybrid models named
MobileNetV3Large-Lr, mobilenetv3Large-Rf and mobilenetv3Large-Xg were proposed by combining them
with machine learning methods. These proposed models have been trained and tested separately. The
experimental results obtained as a result of training and testing are given in Table 6 comparatively. The
confusion matrix values obtained from these 3 hybrid models are given in Fig. 8.

Table 5: Experimental results obtained as a result of training and testing of hybrid models proposed by
combining machine learning methods with MobileNetV3Small

Dataset classes MobileNetV3Small-Lr MobileNetV3Small-Rf MobileNetV3Small-Xg Support

Precision Recall f1-score Precision Recall f1-score Precision Recall f1-score

Anabaena 0.00 0.00 0.00 1.00 0.27 0.42 1.00 0.27 0.42 15

Aphanizomenon 0.00 0.00 0.00 1.00 0.20 0.33 1.00 0.20 0.33 15

Gymnodinium 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.07 0.12 15

Karenia 0.00 0.00 0.00 1.00 0.53 0.70 1.00 0.40 0.57 15

Microcystis 0.67 0.27 0.38 1.00 0.33 0.50 1.00 0.53 0.70 15

Noctiluca 0.56 0.33 0.42 1.00 0.53 0.70 0.73 0.53 0.62 15

Nodularia 0.33 0.13 0.19 0.80 0.27 0.40 0.80 0.27 0.40 15

Nostoc 0.25 0.13 0.17 1.00 0.13 0.24 0.67 0.27 0.38 15

Oscillatoria 1.00 0.07 0.12 0.00 0.00 0.00 1.00 0.07 0.12 15

Prorocentrum 1.00 0.07 0.12 1.00 0.20 0.33 1.00 0.20 0.33 15

Skeletonema 0.00 0.00 0.00 1.00 0.33 0.50 0.86 0.40 0.55 15

Nontoxic 0.77 0.98 0.86 0.79 1.00 0.88 0.80 0.99 0.89 465

Accuracy 0.75 0.80 0.81 630

Macro avg 0.38 0.17 0.19 0.80 0.32 0.42 0.90 0.35 0.45 630

Weighted avg 0.66 0.75 0.67 0.80 0.80 0.75 0.83 0.81 0.76 630
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Figure 7: The confusion matrix values of the hybrid models proposed by combining MobileNetV3Small
and Machine learning methods are (a) MobileNetV3Small-Lr (b) MobileNetV3Small-Rf (c)
MobileNetV3Small-Xg

Table 6: Experimental results obtained as a result of training and testing of hybrid models proposed by
combining machine learning methods with MobileNetV3Large

Dataset classes MobileNetV3Large-Lr MobileNetV3Large-Rf MobileNetV3Large-Xg Support

Precision Recall f1-score Precision Recall f1-score Precision Recall f1-score

Anabaena 0.00 0.00 0.00 1.00 0.33 0.50 1.00 0.27 0.42 15

Aphanizomenon 0.00 0.00 0.00 1.00 0.13 0.24 1.00 0.07 0.12 15

Gymnodinium 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 15

Karenia 0.00 0.00 0.00 1.00 0.47 0.64 1.00 0.47 0.64 15

Microcystis 0.67 0.13 0.22 1.00 0.33 0.50 0.86 0.40 0.55 15

Noctiluca 0.67 0.40 0.50 0.89 0.53 0.67 0.90 0.60 0.72 15

(Continued)
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Table 6 (continued)

Dataset classes MobileNetV3Large-Lr MobileNetV3Large-Rf MobileNetV3Large-Xg Support

Precision Recall f1-score Precision Recall f1-score Precision Recall f1-score

Nodularia 0.25 0.13 0.17 1.00 0.27 0.42 0.67 0.27 0.38 15

Nostoc 0.22 0.13 0.17 1.00 0.13 0.24 0.86 0.40 0.55 15

Oscillatoria 0.25 0.07 0.11 0.00 0.00 0.00 0.50 0.07 0.12 15

Prorocentrum 0.50 0.20 0.29 1.00 0.20 0.33 1.00 0.27 0.42 15

Skeletonema 0.33 0.07 0.11 1.00 0.13 0.24 1.00 0.20 0.33 15

Nontoxic 0.78 0.97 0.86 0.79 1.00 0.88 0.80 1.00 0.89 465

Accuracy 0.74 0.80 0.81 630

Macro avg 0.31 0.18 0.20 0.81 0.29 0.39 0.80 0.33 0.43 630

Weighted avg 0.64 0.74 0.67 0.79 0.80 0.74 0.80 0.81 0.76 630

Figure 8: The confusion matrix values of the hybrid models proposed by combining MobileNetV3Large
and Machine learning methods are (a) MobileNetV3Large-Lr (b) MobileNetV3Large-Rf (c)
MobileNetV3Large-Xg
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MobileNetV3Large-Lr, mobilenetv3Large-Rf and MobileNetV3Large-Xg hybrid transfer learning
methods achieved success rates in classifying algae cells by MobileNetV3Large-Lr method 74.13%,
MobileNetV3Large-Rf method 79.89% and MobileNetV3Large-Xg method 80.63% (Table 6). Therefore,
it has been seen that the MobileNetV3Large-Xg method is better than the other two hybrid methods in
algae cell classification. In Table 4 and Fig. 5, it was seen that learning occurred as a result of combining
the MobileNetV3Large model, which gives unsuccessful results with normal learning, with machine
learning methods.

In addition, the entire network was trained using pre-trained weights in the MobileNetV3Small and
MobileNetV3Large deep learning models, and 2 novel improved transfer learning models called
MobileNetV3Small-Improved and MobileNetV3Large-Improved were proposed by adding 1
512 convolution layer and 25% dropout auxiliary layer to the last layers of these models. These proposed
models have been trained and tested separately. The experimental results obtained as a result of training
and testing are given comparatively in Table 7, and the success and loss graphs are given in Fig. 9. The
confusion matrix values obtained from these 2 improved transfer learning models are given in Fig. 10.

The success rates of MobileNetV3Small-Improved and MobileNetV3Large-Improved methods with
improved transfer learning in classifying algae cells were 86.83% with the MobileNetV3Small-Improved
method and 92.22% with the MobileNetV3Large-Improved method (Table 7). Therefore, it has been
found that the MobileNetV3Large-Improved method is better than the MobileNetV3Small-Improved
method in algae cell classification. However, a loss ratio of 1.08 was obtained by the MobileNetV3Small-
Improved method and 0.72 by the MobileNetV3Small-Improved method.

Table 7: Experimental results obtained as a result of training and testing of improved transfer learning models
proposed by adding auxiliary layers to the previously trained weights of MobileNetV3Small and
MobileNetV3Large deep learning models

Dataset classes MobileNetV3Small-Improved MobileNetV3Large-Improved Support

Precision Recall f1-score Precision Recall f1-score

Anabaena 0.44 0.53 0.48 0.57 0.80 0.67 15

Aphanizomenon 0.65 0.87 0.74 0.85 0.73 0.79 15

Gymnodinium 0.86 0.40 0.55 1.00 0.33 0.50 15

Karenia 0.91 0.67 0.77 0.80 0.80 0.80 15

Microcystis 1.00 0.73 0.85 0.88 1.00 0.94 15

Noctiluca 1.00 0.73 0.85 0.94 1.00 0.97 15

Nodularia 1.00 0.33 0.50 0.75 0.60 0.67 15

Nostoc 1.00 0.20 0.33 0.92 0.80 0.86 15

Oscillatoria 0.82 0.60 0.69 1.00 0.33 0.50 15

Prorocentrum 0.80 0.27 0.40 0.76 0.87 0.81 15

Skeletonema 0.87 0.87 0.87 1.00 0.80 0.89 15

Nontoxic 0.88 0.98 0.93 0.95 0.99 0.97 465

Accuracy 0.87 0.92 630

Macro avg 0.85 0.60 0.66 0.87 0.75 0.78 630

Weighted avg 0.88 0.87 0.85 0.93 0.92 0.92 630
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Figure 9: Accuracy and loss graphs obtained as a result of training tests of improved transfer learning
models proposed by adding auxiliary layers to the previously trained weights of MobileNetV3Small and
MobileNetV3Large deep learning methods (a) MobileNetV3Small-Improved (b) MobileNetV3Large-
Improved

Figure 10: The confusion matrix values of the improved transfer learning models proposed by adding
auxiliary layers to the previously trained weights of MobileNetV3Small and MobileNetV3Large deep
learning methods are (a) MobileNetV3Small-Improved (b) MobileNetV3Large-Improved
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Therefore, the machine learning and deep learning methods considered in the study were used both
without improvement and by making improvements, experimental results were obtained on algae cells,
and the success rates obtained are given comparatively in Table 8.

4 Conclusions

As a result, the classification success rates obtained of hybrid deep learning methods and machine
learning methods have shown a significant increase compared to the algae cell classification success rates
made using only machine learning methods or only deep learning methods. However, it was found that
the MobileNetV3Small-Improved and MobileNetV3Large-Improved models, which were improved by
adding an auxiliary layer, also showed better classification success than hybrid models.

According to all the experimental findings obtained, it has been seen that the MobileNetV3Large-
Improved model structure is the model that provides the best success rate in classifying algae cells. In
this model, it was found that the success rate of classifying algae cells was 92.22% and the loss rate was
0.72. Therefore, it is seen that the success rate is provided well as a result of the 8 different methods
proposed using 3 machine learning and 2 deep learning methods based on classifying algae cells,
however, the best model is MobileNetV3Large-Improved.
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Table 8: The results of the success achieved by machine learning and deep learning methods in the
classification of algae cells both without improvement and by making improvements

Models Accuracy (%) Loss

Logistic regression 73.97 –

Random forest 77.94 –

XGBoost 77.94 –

MobileNetV3Small 73.81 37.41

MobileNetV3Large 73.81 7.98

Proposed 1: MobileNetV3Small-Lr 75.08 –

Proposed 2: MobileNetV3Small-Rf 80.48 –

Proposed 3: MobileNetV3Small-Xg 80.95 –

Proposed 4: MobileNetV3Large-Lr 74.13 –

Proposed 5: MobileNetV3Large-Rf 79.84 –

Proposed 6: MobileNetV3Large-Xg 80.63 –

Proposed 7: MobileNetV3Small-Improved 86.83 1.08

Proposed 8: MobileNetV3Large-Improved 92.22 0.72
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