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Creation of Functional Micro/Nano Systems through Top-down and
Bottom-up Approaches
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Abstract: Mimicking nature’s approach in cre-
ating devices with similar functional complexity
is one of the ultimate goals of scientists and engi-
neers. The remarkable elegance of these naturally
evolved structures originates from bottom-up self-
assembly processes. The seamless integration of
top-down fabrication and bottom-up synthesis is
the challenge for achieving intricate artificial sys-
tems. In this paper, technologies necessary for
guided bottom-up assembly such as molecular
manipulation, molecular binding, and the self as-
sembling of molecules will be reviewed. In addi-
tion, the current progress of synthesizing mechan-
ical devices through top-down and bottom-up ap-
proaches will be discussed.
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1 Introduction

Nature has long been a source of wonderment
for its ability to produce extremely complex yet
elegant and functional structures and life forms
across a multitude of length scales (1-3). The re-
markable sophisticationof these naturally evolved
complex structures originates from the guided
bottom-up assembly. This can be illustrated by
radiolarian Actinomma micro skeletons (see Fig-
ure 1), which exist in unicellular organisms (4).
These highly symmetrical and concentric struc-
tures are synthesized, through a reiteration of tan-
gential and radial crystallization of inorganic ions,
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inside vesicles distributed over intracellular scaf-
folds at successive levels within the cell (4, 5).
In the language of manufacturing, the vesicles at-
tached to the intracellular scaffolds are served as
structural templates to provide geometrical con-
straints for the synthesis of inorganic structures
through the process of crystallization.
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Figure 1: A radiolarian micro-skeleton with sin-
gle porous shell and large centrally organized ra-
dial spines. (Reprinted with permission from
Oxford University Press and courtesy of Prof.
Stephen Mann, University of Bristol, UK)

Apart from their interesting structural complex-
ity, naturally synthesized geometries often exhibit
remarkable structural hierarchy for specific func-
tionality. An example can be found in the skeleton
of Euplectella sp., which is a deep sea, sediment-
dwelling sponge from the Western Pacific (6). To
serve the purpose of filtering, metabolite trapping,
and providing the ability to withstand continu-
ous ocean currents, the skeleton has evolved into
a special structural architecture (see Figure 2).
These structures are synthesized from nanoscale
silica particles (see Figure 2I), which are arranged
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in well-defined microscopic concentric rings (see
Figure 2G and H) and glued together by an or-
ganic matrix (see Figure 2E) to form laminated
spicules. The spicules are assembled into bun-
dles (see Figure 2D), which eventually result in a
macroscopic cylindrical square-lattice and cage-
like structure with diagonal ridges for structural
enhancement (see Figure 2A-C). This mechani-
cal design can effectively strengthen the rigidity
of the overall structure to serve its purposes even
though the constituent material (i.e., bio-silica) is
relatively brittle.

Very often, natural structures with simple func-
tionalities interacting together will result in a sys-
tem featuring extremely complex functionalities.
The cell is a typical example of such a system with
multiple levels of complexity. Unlike the pre-
viously mentioned naturally evolved structures,
cells can perform higher-order functions, such as
replication (e.g., mitotic cell division (7)) and lo-
comotion (e.g., actin and myosin system, see Fig-
ure 3 (8, 9)). The fundamental unit that dic-
tates the eventual morphology and functions of
the cell is DNA (10). DNA carries the genetic
code necessary for the proper synthesis of pro-
teins, which dictates the functions of the cellu-
lar system. Molecules inside the cell interact to-
gether, causing the transduction of different sig-
nal pathways for initiating cell functions (11, 12).
Furthermore, cells can interact together to form
tissues which emerge to higher-order function-
alities or so called emergent properties(13-15).
These hierarchies of complex systems constitute
the framework of the biological systems that exist
in nature.

To create devices with similar functional com-
plexity as those found in nature, the primary step
is to understand the force fields required to bring
simple molecules together and assemble them in
a controlled manner. In nature, diffusion is the
dominant transport mechanism to bring molecules
from a far-field region to a near-field region (see
Figure 4). Once a molecule enters the near-field
region, termed the recognition or binding site,
near-field forces enable the molecules to assem-
ble together. This mechanism is stochastic in
nature. To better utilize nature’s methodology

(i.e., guided bottom-up approach) to create artifi-
cial engineered devices, we need to develop tech-
niques that transport molecules more effectively
from the far-field region to the desired near-field
regions where they will initiate bottom-up synthe-
sis, guided in a deterministic way by the use of
top-down fabrication techniques.

In this paper, we will first present an introduc-
tory theoretical background of the fundamental
force fields operating at the molecular scale in a
self-assembling system. We will then discuss the
common types of molecules, or so called molecu-
lar components for the bottom-up assembly pro-
cess in a liquid medium. The current state-of-
the-art technologies used to define recognition
sites through top-down approaches will also be re-
viewed. Next, we will discuss the recent efforts in
manipulating molecules, from the far-field region
to the near-field region, for the effective transport
of molecular components. Examples of recent ad-
vances in constructing functional devices through
both the top-down and bottom-up synthesis ap-
proaches will be discussed. In concluding this ar-
ticle, we will evaluate the current progress of syn-
thesizing functional devices through both the top-
down and bottom-up approaches and some future
directions within the field.

2 Force Fields and Thermodynamics of Self-
assembly at the Molecular Scale

In a self-assembled system, the architecture of
the structure is dictated by the geometries of the
constituent molecules and the molecular interac-
tions within and between the molecules in the
surrounding liquid medium. Consequently, the
ability to manipulate the spatial distribution of
the molecules (or equivalently speaking, the lo-
cal concentration of the molecules) is essential in
directing growth in predefined locations. There-
fore, understanding the force fields required to
bring molecules together is fundamental. In this
section, we are going to give a brief overview
of the pertinent molecular interactions in a self-
assembled system. In a later section, we will
touch on the physical mechanisms that can induce
bulk transportation of molecules from a far-field
region to near-field region for initiation of self-
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Figure 2: Sectioning of the skeleton of Euplectella sp showing the structural hierarchy from nanoscale
(I) to macroscale domain (A-B). Scale bar, A: 1cm, B: 5mm, C: 100μm, D:20μm, E:25μm, F:10μm,
G:5μm, H:1μm, I:500nm. (Reprinted with permission from Aizenberg et al., Science, 2005, 309: 275-278,
Copyright 2005, AAAS)

Figure 3: Cell movement is originated from the spatially and temporally controlled assembly and disassem-
bly of molecular proteins. (Top left) Overlays of phase contrast micrographs (in 15 sec intervals) showing
the motility of a keratocyte and a keratocyte cytoplast. (Top middle) Fluorescently labeled actin filaments
and (Top right and bottom) the corresponding electron micrographs (Reprinted with permission from Pollard
and Borisy, Cell, 2003, 112:453-465, copyright 2003, Elsevier)
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Figure 4: Conceptual representation of intermolecular interactions involved in a guided self-assembled sys-
tem utilizing top-down and bottom-up fabrication schemes

assembly at specific recognition sites (see Figure
4).

2.1 Force Fields at the Molecular Scale

Molecules possess thermal energy which set them
into random motion at any temperature higher
than absolute zero. This thermal energy is gen-
erally characterized by kT , where k is the Boltz-
mann constant (k = 1.381 × 10−23J/K) and T is
the temperature of the system. In order for the
molecules to initiate any kind of self-assembly ac-
tion, the interaction energy between the molecules
has to overcome this intrinsic thermal energy bar-
rier. According to Trouton’s rule, it has been
shown that as long as the interaction energy be-
tween two molecules in close proximity exceeds
3
2 kT at standard temperature and pressure, the
molecules will be condensed into a solid or liquid
phase (16). Therefore, the thermal energy term,
kT , is a good indicator to gauge the strength and
effective range of any type of intermolecular inter-
actions in a self-assembled system. Unless other-
wise specified, T is assumed to be 298K through-
out this article that involves kT in the calculations.

For simplicity, we will consider two atoms in a
vacuum environment. If the interaction between
the atoms is covalent (which is quantum mechan-

ical in nature), the bond strength is on the order of
100kT (or equivalent to 250kJ/mol) and the range
of the interaction is ∼0.1 – 0.2nm (16, 17). This
type of interaction is very strong, but the effec-
tive interaction range is on the order of an atomic
radius. On the other hand, for Coulomb interac-
tions between ions, the potential function (or pair
potential function), w(r), can be described as,

w(r) =
Q1Q2

4πεε0r
(1)

where Q1 and Q2 are the charges of the ions, ε and
ε0 are the relative permittivity of the medium and
absolute permittivity of vacuum, respectively, and
r is the intermolecular distance. When compared
to covalent interactions, Coulomb interactions are
on the same order of strength, but with a longer
effective range. For example, for isolated K+ and
Cl− ions in vacuum (the sum of their ionic radii is
∼0.332nm (17)), the interaction energy between
this ion pair is ∼170kT (or ∼420kJ/mol). Ac-
cording to Equation (1), the Coulomb interaction
is still higher than the intrinsic thermal energy,
kT , at a distance ∼56nm, which gives us a sense
of the relatively long range interactions between
ions and atoms.

Apart from the inter-atomic strong interactions
described earlier, there is another type of inter-
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action, called van der Waals’ interactions, which
act on any type of atoms or molecules. Although
the physical origin of van der Waals’ interactions
arises from dipole-dipole interactions, these inter-
actions can be further sub-divided into three dif-
ferent categories. This sub-division is mainly due
to the slightly different physical mechanisms (18),
namely, the dispersion interaction, the induction
interaction, and the orientation interaction. The
potential function of van der Waals’ interactions
can be described as,

w(r) = −Cdispersion +Corientation +Cinduction

r6 (2)

where Cdispersion, Corientation, and Cinduction are the
coefficients related to the dispersion, orientation,
and induction interactions, respectively. All of
these interactions have the same scaling factor
which gives rise to the one-sixth scaling effect
of van der Waals’ interactions. Unlike the pre-
viously mentioned strong covalent and Coulomb
interactions, van der Waals’ interactions are much
weaker in terms of strength (on the order of
1kJ/mol or equivalent to ∼0.4kT ) (16) and influ-
ence. Clearly, the scaling factor of 1/r6 results
in the strength of the interactions decaying much
faster than that of Coulomb interactions which
scales at 1/r. In general, the van der Waals’ in-
teractions can be effective from ∼10nm down to
atomic spacing (0.2nm) (16). However, the at-
tractive nature of van der Waal’s interactions can
only partially describe the force fields between
atoms and molecules. To have a complete pic-
ture, one has to account for the electrostatic re-
pulsive nature of atoms or molecules when they
are in very close proximity. These repulsive in-
teractions arise from the electron cloud repulsion
contributed from individual atoms or molecules.
Therefore, the total pair potential function be-
tween atoms and molecules can be more precisely
represented by the Mie potential (16),

w(r) = − A
rn +

B
rm (3)

where A and B are constants depending on the
type of interactions and n and m are two posi-
tive integers. The first term is related to an at-
tractive potential and the second term is related to

a repulsive potential. Among the different con-
stants (n and m) used, the most commonly used
total pair potentials is the Lennard-Jones (19) po-
tential, which adopts n = 6 and m = 12 because
the function retains the one-sixth power nature of
van der Waals’ interactions. The Lennard-Jones
potential has been adopted by scientists and en-
gineers worldwide for numerical simulations of
molecular interactions at the nanoscale level.

Another type of intermolecular interaction which
is significant in dictating the three-dimensional
structures of macromolecules is that of hydrogen
bonding. This type of interaction arises when a
hydrogen atom interacts between two electroneg-
ative atoms (i.e., atoms that tend to attract elec-
trons to itself, such as oxygen, fluorine, nitrogen).
The effective range of this particular type of in-
teraction is between that of covalent interactions
and van der Waals’ interactions. For example,
the covalent bond length of O-H is 0.10nm and
the hydrogen bond length of O· · ·H is 0.176nm.
Comparatively, the sum of van der Waals radii of
O and H is approximately 0.26nm (16). While
the strength of hydrogen bonding interactions is
between 10 – 40kJ/mol (or equivalent to 4kT –
16kT ) (16, 20), the significance of this type of
interaction can be signified by the double helix
DNA structures that originate from the hydrogen
bonding interactions between the intramolecular
bases on the sugar phosphate backbone structures
(10).

So far we have briefly reviewed the typical types
of interactions between atoms and molecules
ranging from the strongest interactions, such as
covalent and Coulomb interactions, to the weakest
interactions, such as van der Waals’ interactions.
There exist other types of interactions (e.g., hy-
dration, steric, and hydrophobic interactions, etc.)
whose strength and effective ranges rank in be-
tween those mentioned earlier. Interested readers
are suggested to refer to the detailed treatments
from Israelachvili (16).

2.2 Thermodynamics of Self-assembly Pro-
cesses

The energy distribution possessed by individual
molecules (or a population of molecules) in ther-
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mal equilibrium follows the Boltzmann distribu-
tion (21),

pi =
1
Z

e−
Ui
kT (4)

where pi is the probability of finding a molecule
(or a sub-population of molecules) at energy state
Ui, and Z is the partition function to ensure that
the probability sums up to unity. With the foun-
dation set by the Boltzmann distribution function,
Equation (4) can be further extended to describe
a system of self-assembled molecules. The dy-
namics of the molecules that self-assemble to-
gether are dictated by the local concentration of
the constituent molecules and the local interac-
tions between individual molecules and the sol-
vent molecules. Depending on the local inter-
actions between the molecules, different popu-
lations of self-assembled structures of varying
sizes may result, which can be described by sta-
tistical thermodynamics. For instance, the ther-
modynamic state for a system of self-assembled
molecules in thermal equilibrium can be com-
pletely defined by the following two equations
(16),

XN = N

(
X1e

μ0
1−μ0

N
kT

)N

(5)

where XN is the concentration of the aggregates
(or self-assembled structures) with N constituent
molecules in the medium, and μ0

N is the mean in-
teraction free energy per molecule in the aggre-
gates, and

C =
∞

∑
N=1

XN (6)

where C is the total concentration of the solute
molecules inside a solution. Equation (5) de-
scribes the dependency of the population of self-
assembled structures (with different numbers of
constituent molecules, N) in a system to the inter-
action energy of individual constituent molecules
(i.e., μ0

N ). On the other hand, Equation (6) de-
scribes the conservation of the number of con-
stituent molecules in a system following the mass
conservation argument.

Depending on the dimensionality of the self-
assembled structures, the mean interaction free

energy per molecule (i.e., μ0
N ) will be varied

with the size of the aggregates (which is equiv-
alent to the number of constituent molecules self-
assembled together) which can be described by
the following equation,

μ0
N = μ0

∞ +
αkT
Np (7)

where μ0
∞ is the bulk interaction free energy per

molecule for an aggregate of infinite size, α is a
positive constant dependent on the strength of the
intermolecular interactions, and p is a number de-
pendent on the shape and dimensionality of the
self-assembled structures. For example, p will be
equal to unity for molecules self-assembled into a
linear-chain structure. An example such as actin,
which is one of the most abundant cytoskeleton
proteins known, and it is able to polymerize into
linear chain of actin filaments. Detailed accounts
for this particular type of protein will be presented
in Section 3.3. By using Equations (4 – 7), one
can predict the critical molecular concentration
for which the molecules start to self-assemble into
aggregates and the population density of the re-
sulting self-assembled structures.

In general, the effective range of all intermolecu-
lar interactions seldom exceeds 100nm (16). Con-
sequently, in order to initiate any form of self-
assembly process (i.e., bottom-up approach), we
have to control the local concentrations of the
molecules and bring them in very close proximity
(<100nm) to the surface binding area. To achieve
this purpose, global force fields, such as fluidic
motion, are required by a guided assembly sys-
tem to transport molecules within close proxim-
ity of their binding surfaces, in order for the short
range interactions to take over. Before discussing
the force-fields that result in the bulk transporta-
tion of molecules from the far-field region to the
close proximity of a surface, a thorough under-
standing of the molecular components available
as structural materials for bottom-up synthesis is
necessary, especially with regards to their optimal
incorporation into top-down fabricated structures.
In the next section, we will examine the proper-
ties of a few natural molecular components and
describe how these molecular components can be
used in engineering applications.
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3 Natural Molecular Components

Nature has produced a variety of complex pat-
terns and structures from a wide range of con-
stituent materials. These materials range from
structurally simple inorganic salts to geometri-
cally more involved molecules, such as deoxyri-
bonucleic acid (DNA), as well as highly complex
structural molecules such as cytoskeleton and mo-
tor proteins. On the other hand, chemists have
made synthetic molecular components on the or-
der of nanometers that are able to perform me-
chanical work. This rich toolset of natural and
synthetic molecular components has enabled lim-
itless potential for device and material construc-
tion. The following section will first introduce
the basic functionality of each individual natu-
ral molecular component and then briefly describe
how they can potentially be utilized in engineer-
ing applications. For detailed accounts on syn-
thetic molecular components, readers are sug-
gested to refer to review articles by Balzani et al.
(22, 23).

3.1 Inorganic Salts

Among the naturally occurring constituent
molecules, inorganic salts feature among the
simplest form of material construction, yet a
variety of crystal forms can result based on
the molecular geometry and arrangement (24,
25). Inorganic ions join together to form crystal
structures through ionic interactions featuring
inter-atomic spacing on the order of 0.1 – 0.2nm
(17). The crystal morphology is therefore highly
dependent on the inter-atomic arrangement of
individual ionic species. Examples, such as NaCl
and KCl, are simple diatomic molecules which
can form cubic crystals as seen in everyday life.

Despite the geometrical simplicity of inorganic
ions, a number of control parameters (e.g., chem-
ical and biological additives or temperature, etc.)
can be introduced to influence the growth dynam-
ics of the inorganic crystals, resulting in differ-
ent crystal morphologies (4, 26). The knowledge
of how to control the crystal morphology comes
from the emerging research field of biomineral-
ization, which studies how biological species are

able to precisely control the formation of differ-
ent crystal morphologies in vivo (4) (see Figure
1). A typical example is calcium carbonate, which
can exist in the form of calcite and aragonite in
the shell layer of a mollusk, depending on the
biological additives and ionic species present in
the growth environment (27, 28) (see Figure 5).
One remarkable feature is that these two crystal
forms cannot be found at the same location in
these biomineralized tissues, which implies that
the determination of the form of grown crystal
is highly regulated. By understanding how bio-
logical species can exert such exacting control on
their crystal formation, we can gain further insight
into the integration of inorganic crystals of spe-
cific forms, with top-down fabricated structures,
to create new types of functionality.

Figure 5: The formation of aragonite and calcite
crystals induced by protein macromolecules. (A
and B) Aragonite induced by the soluble glyco-
proteins extracted from the aragonitic layer of the
shell of Elliptio sp. (C and D) Calcite induced
from the soluble glycoproteins extracted from the
calcitic shell of M. californianus. (Reprinted with
permission from Falini et al., Science, 1996, 271:
67-69 Copyright 1996, AAAS)

Apart from the control of crystal morphology,
the crystallographic planes of the growing crys-
tals can be precisely controlled under well de-
signed micro-environments (29). Different crys-
tallographic planes can withstand a varying de-
gree of stress owing to the difference in atomic
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packing density. To illustrate, let us consider
a very well studied inorganic material, silicon
(30). The calculated Young’s modulus of the sin-
gle crystalline silicon for crystallographic planes
of {100}, {110} and {111} are 149.6GPa (mean
value), 158.9GPa (mean value) and 168.9GPa, re-
spectively (31). By growing the crystals to a
specific crystallographic plane, we can make use
of the mechanical anisotropy advantage in device
construction.

Besides the control of crystallographic planes to
enhance the material’s mechanical strength, the
inclusion of biological additives as an organic
matrix within the crystal structures can have a
tremendous effect on the material’s mechanical
properties. In the previously mentioned mol-
lusk shell, the characteristic skeletal structure, or
nacre, has exceptional structural strength (ten-
sile strength from 35MPa to 110MPa) especially
when considering that the constituent material
(i.e., CaCO3) is relatively brittle. Quantitatively,
it is approximately 3000 times more resistant to
fracture than the single crystal of the same con-
stituent molecules (32-34), which is not seen in
any other form of natural calcium carbonate (32).
This exceptional mechanical behavior of nacre
originates from the interactions of the unfold-
ing proteins and the mineral bridges between the
aragonite platelets inside the skeleton structure
(35-37). Therefore, by controlling the growth of
the inorganic crystal to a certain crystallographic
plane with the inclusion of an organic matrix, we
can fully utilize mechanical anisotropy and elas-
ticity in the design of a new class of mechani-
cal devices, analogous to natural materials such
as bones or nacre (38, 39).

The interesting examples of calcium carbonate
crystals have provided us insight into the use of
inorganic crystals. When used wisely with bio-
logical molecules, emergent materials can feature
unexpected structural performance. Nevertheless,
there are a variety of crystal structures which can
be directly grown from aqueous solution and each
of them has different physical properties for dif-
ferent purposes. A database of different inor-
ganic crystal structures was constructed in the
early 1980s (40) and to date, it features ∼90000

inorganic crystal structures on the world-wide-
web. Interested readers are suggested to refer to
the database for acquiring various inorganic crys-
tal structures (41). In addition, recent progress to-
wards simulating crystal growth from solution has
provided an indispensable tool in the prediction
of crystal shape and morphology as well as their
physical properties (42). This will help our future
understanding of how to grow inorganic crystals
with specific specifications for functional device
construction.

3.2 DNA

The seminal discovery of the structural architec-
ture of DNA by Watson and Crick in 1953 (10)
marked the beginning of modern molecular biol-
ogy. DNA is a linear polymer chain composed
of monomers called nucleotides. The length of
DNA macromolecules can be on the order of hun-
dreds of millions of nucleotides. Each nucleotide
consists of an organic base that is linked to a five-
carbon sugar with a phosphate group. There are
4 different types of organic bases (resulting in 4
different types of nucleotides), namely adenine
(A), thymine (T), guanine (G) and cytosine (C).
In its natural state (i.e., at room temperature and
neutral pH), two single strands of DNA (ssDNA)
will form a double helix structure (i.e., double-
stranded DNA or dsDNA). This structure can be
held precisely by the organic base pairs, where A
is paired with T and G is paired with C through
hydrogen bonding (43). Specifically, the A-T base
pair is held by two hydrogen bonds whereas the
G-C base pair is held by three hydrogen bonds.
Recent single molecule force measurements have
revealed that the unbinding force for individual
base pairs is on the order of 10pN (44, 45).

Most DNA exists in the form of a right-handed
double helix structure with the spacing between
the stacked bases being 0.34nm apart along the
helix axis. The helix structure repeats itself ev-
ery 3.4nm (10), which is about 10 – 10.5 base
pairs (bp) per turn (10, 46, 47). The diameter
of the double helix structure is about 2nm. This
common configuration of DNA is called B-form
DNA. There exist other forms of DNA such as
A-form and Z-form DNA. A-form DNA is a com-
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pacted form of B-form DNA with 11bp per turn
and a diameter of 2.6nm whereas Z-form DNA
is a left-handed double helix with 12bp per turn
and measuring 1.8nm in diameter (43, 48). Re-
cent single molecule experiments have shown that
mechanical manipulations of DNA can result in a
S-form (0.58nm per rise, ∼70% longer than B-
form DNA) when the molecules are stretched un-
der large tension forces (>65pN) (49) or P-form
(2.7bp per turn) when the molecules are twisted
(50). Along the longitudinal axis of the helix
structure, there are no hydrogen bonds between
the base pairs, therefore the structure is flexible
to bend. The flexibility and the specific hydrogen
bonding between the individual bases are impor-
tant features for utilizing DNA as a programmable
assembling structural material.

3.2.1 DNA Mechanics

Quantifying the mechanical properties of DNA
has important implications to both DNA mechan-
ics and DNA-related enzymatic studies (51). Un-
derstanding the mechanical properties of DNA
is the primary step to utilize them for higher-
order structure construction. With the rapid de-
velopment of single molecule spectroscopy tech-
nologies (e.g., optical nanometry and scanning
probe microscopy), the characterization of DNA
mechanics on the single molecule level can now
be achieved (51, 52). There are a few impor-
tant parameters that can quantify the mechanical
properties of a DNA molecule; namely persis-
tence length, flexural rigidity, and torsional rigid-
ity. Persistence length is a measure of the fila-
ment’s structural resistance to thermal forces (21).
Owing to the negatively charged phosphate back-
bone in dsDNA, all mechanical properties, espe-
cially persistence length, are contingent on the
surrounding ionic environment (53). Indeed, op-
tical nanometry studies have verified that the per-
sistence length of dsDNA molecules ranges from
40 – 50nm (54) (compared to ssDNA whose per-
sistence length is 0.75nm (49)), which is compa-
rable to the measurements of DNA mechanics in
bulk quantities (55).

In addition, torsional rigidity is a measure that
quantifies a rod-like structure’s tendency to resist

rotational motion along the centerline whereas
flexural rigidity is a measure of the tendency to re-
sist bending (56). If we assume DNA molecules
are isotropic rod-like structures (which is gener-
ally true when the DNA is stretched under very
low tension, i.e., <0.3pN (57)), there is a sim-
ple relationship correlating persistence length, Lp,
and flexural rigidity, EI, (where E is the Young’s
modulus and I is the area moment of inertia about
the longitudinal direction of the filament cross
section) which is (21),

Lp =
EI
kT

(8)

By using this simple relationship, the flexural
rigidity can be estimated from the measured per-
sistence length (or vice versa). Based on the mea-
sured persistence length from single DNA me-
chanical studies, the flexural rigidity of a dsDNA
molecule at 298K is estimated to be ∼0.16 –
0.21nN·nm2. In addition, single molecule mea-
surements of dsDNA has shown that the torsional
rigidity of dsDNA is ∼0.44nN·nm2 (50).

Apart from the three mechanical properties men-
tioned earlier, a very recent study has shown
that when a dsDNA molecule is stretched under
low tension (<30pN), it will start to overwind.
Similarly, if the dsDNA molecule is twisted, its
length will increase accordingly (i.e., increment
of ∼0.5nm per turn) (58). This twist-stretch
coupling mechanism of DNA molecules may be
accounted for their mechanical anisotropy. In
addition, the mechanical properties of dsDNA
have shown to be sequence dependent (44, 59).
Therefore, by manipulating the sequence of a
dsDNA molecule, its mechanical properties can
be tailored for different applications. More in-
depth treatments on DNA mechanics on the single
molecule level can be found in review articles by
Bustamante et al. (51, 60).

3.2.2 DNA for Geometric Construction

Through creative designs of DNA sequences,
DNA molecules can be utilized for geometrical
and topological construction. Normally, DNA
macromolecules exist in linear duplex structures
in eukaryotic cells (e.g., supercoiled structure (43,
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61), similar to a twisted rubber band). How-
ever, DNA macromolecules can form branched
structures in the intermediate steps of DNA
metabolism such as replication (62, 63) and
recombination (64). The famous example is
the Holliday junction (64, 65) which contains
4 strands of DNA arranged in 4 double he-
lix armed structures. Branched DNA structures
are important elements in creating 2-dimensional
and 3-dimensional structures. To illustrate how
branched DNA can be used for this purpose, let
us consider a simple hypothetical DNA linear se-
quence, 5’-ATTC-3’ and a longer DNA compli-
mentary sequence, 3’-TAAGCA-5’. After these
two linear sequences combine (or hybridize) to
form a double helix structure, 5′−AT TC−3′

3′−TAAGCA−5′ , the
extra bases, C and A are now available for addi-
tional binding with other DNA double helix struc-
tures with a matched base end-sequence of G and
T. The iteration of this process will eventually
yield a long, linear double helix structure of DNA.
As this mechanism is applied to every arm of a
branched DNA structure, more complicated 2-D
and 3-D structures can be formed by joining the
structures together.

In order to realize the 2-D and 3-D structures
made from DNA molecules, the first step is to
obtain stable, branched DNA structures in vitro
since those structures are inherently unstable in
vivo. In the early 1980s, pioneering work of
Seeman and coworkers have shown the possibil-
ity of forming branched DNA structures in solu-
tion by imposing sequence symmetry constraints
with equilibrium calculations (66), thereby lay-
ing down the foundation of this exciting research
field of DNA nanotechnology (67, 68). Thus far,
a variety of 2-D and 3-D objects have been syn-
thesized by joining those short branched DNA
molecules together (usually the length of each in-
dividual branch is <100 bases). Examples of suc-
cessfully synthesized structures using this tech-
nique include, cube (69), truncated octahedron
(70), quadrilateral (71), Borromean rings (i.e.,
three mutually interlocked rings) (72), equilat-
eral triangle (73, 74), and 2-D periodic crys-
talline structures (75). Besides using short strands
of branched DNA molecules for structural con-

struction, recent demonstrations have shown that
2-D and 3-D structures can be assembled by
folding a long, single strand of DNA molecules
(>1000kb, kb = kilobase) with a few short strands
of DNA molecules (<0.1kb) as molecular “sta-
ples”. This approach, compared to the previ-
ous DNA nanoconstruction methods using short,
branched DNA molecules, presents a much higher
yield since the DNA purification and sequence op-
timization steps are not necessary (e.g., the yield
for the construction of rectangles with patterns
and sharp triangles can be at least 70% using this
approach). Thus far, a 3-D object (i.e., an octa-
hedron (76)) and arbitrary 2-D objects (77) (see
Figure 6), have been successfully produced using
this method.

Figure 6: Pattern formation by nanoscale self-
assembly of DNA. Scale bar, 100nm. (Reprinted
by permission from Macmillian Publishers Ltd:
P.W.K. Rothermund, Nature, 2006, 440: 297-302,
copyright 2006)

3.2.3 DNA for Nanomechanical Devices

Apart from using them as nanoconstruction mate-
rials, DNA molecules have recently been utilized
for the creation of nanomechanical devices with
simple functionalities, such as performing par-
tially reversible rotational motion (78), unidirec-
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tional (79) and bidirectional (80) linear motion,
and opening and closing actions (81, 82). To illus-
trate how DNA can be used for mechanical func-
tions, consider the partial rotary DNA nanoma-
chine as an example (78). This early demonstra-
tion of using DNA for a nanomechanical device
is based on the transition from B-form DNA to
Z-form DNA, induced by the presence of metal-
lic ions. The device is constructed from two rigid
“double-crossover” (or DX) DNA molecules (83)
connected by a DNA molecule with 4.5 double-
helical turns (see Figure 7). By switching the
device under B-promoting or Z-promoting ionic
conditions, the DNA molecule (that connected to
the rigid DX molecules) can configure from B-
form to Z-form or vice versa, resulting in ∼128◦

rotational motion and ∼2 – 6nm atomic displace-
ment. Nevertheless, B-Z transition (or vice versa)
of DNA induced by metallic ions is just one of
the demonstrated mechanisms in utilizing DNA
as a nanomechanical machine. Other mechanisms
(e.g., protonation (84), hybridization and branch
migration (81)) have also been proven to pro-
pel DNA exhibiting nanoscale motion. Interested
readers are suggested to refer to Seeman, and
Simmel and Dittmer (48, 85) for the recent de-
velopments on the current topic.

Figure 7: A DNA nanomechanical rotary device
based on B-form and Z-form DNA conforma-
tional changes. (Reprinted by permission from
Macmillian Publishers Ltd: Mao et al., Nature,
1999, 397:144-146, copyright 1999)

In this section, we have briefly summarized the
use of DNA molecules for static and dynamic

structural construction. When compared with in-
organic salt, DNA has the programming capabil-
ity for creating a wide range of structures and de-
vices. In the next section, we are going to intro-
duce another class of complex natural molecules,
namely cytoskeleton and motor proteins, to see
what kind of functionalities they can provide for
more intricate device construction.

3.3 Cytoskeleton and Motor Proteins

Cytoskeleton and motor proteins play a pivotal
role in sustaining the body’s metabolism and lo-
comotion through a series of inter-cooperative mi-
croscopic and nanoscopic movements at intra-
cellular levels (e.g., muscle contraction (86) and
chromosome splitting during mitosis (87)). As
an example of the inter-cooperative motion of cy-
toskeleton and motor proteins, consider the in-
triguing process of mitosis. Mitosis is a pro-
cess where replicated chromosomes (consisting
mostly of DNA molecules) inside the nucleus
of a eukaryotic cell are separated equally during
the process of cell division (see Figure 8). Dur-
ing this process, the cell dynamically assembles
and disassembles a specialized set of microtubule
structures (microtubules belong to the class of cy-
toskeleton and motor proteins), which is known
as the mitotic apparatus. Through the energy
released from nucleotide hydrolysis, the mitotic
apparatus can attach and capture chromosomes.
Then, they align the chromosomes and separate
them into equally halves, so that the genetic ma-
terial is partitioned evenly in the daughter cells
(43) (see Figure 8). The molecular origin that
contributes to the relative motion of microtubules
in the mitotic process is believed to be caused by
the dynamic instability (which will be explained
in detailed later) of microtubules. It is also re-
lated to a number of ATP-fuelled (ATP stands
for adenosine triphosphate) force-generating en-
zymes, namely kinesins and dyneins, that ‘walk’
along the molecular track of microtubules (88).

Over the past 30 years, the progress of discover-
ing new classes of cytoskeleton and motor pro-
teins has been accelerated due to the advance-
ment of related biotechnologies (e.g., two or more
new classes of actin-binding proteins are discov-
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Figure 8: Fluorescent image sequences showing
the spatial distribution of chromosomes (shown
in blue) and microtubules (shown in green) at 4
different stages of the mitosis process (from A –
D). Scale bar, 20μm. (Reproduced by permission
from The Journal of Cell Biology, 1993, 122: 361
– 372. Copyright 1993 The Rockefeller Univer-
sity Press)

ered every year (89)). Thus far, more than 150
cytoskeleton and motor proteins along with their
corresponding functions have been successfully
identified (89). We have selected a few commonly
used cytoskeleton and motor proteins that have
been employed in the engineering community and
for discussion here. For cytoskeleton proteins,
we will mainly focus on the structural function-
alities of actin, some of the actin-binding and
actin-related proteins, and tubulin (the monomer
of microtubules); whereas for motor proteins, we
will focus on linear motors such as myosin (actin-
based motor) and kinesin (microtubule-based mo-
tor). For detailed treatments of the cytoskeleton
and motor proteins, readers are suggested to refer
to the review articles and books given by Bray (8),
Cleveland and Sullivan (90), Howard (21), Kreis
and Vale (89), Vale (91, 92), Pollard (93), and
Warrick and Spudich (94). Since cytoskeleton and
motor proteins have shown a rich amount of struc-

tural and dynamic functionality (see the example
of mitosis), we have collected some useful data on
the mechanical properties of individual proteins
described in the following text to give a feel for
how these individual molecular components can
be used for engineering applications (see Table 1
– Table 3).

3.3.1 Actin and Actin Filaments

3.3.1.1. Molecular Structures of Actin and Actin
Filaments

Actin (actin monomers or globular actin, G-actin)
is a protein responsible for the structural archi-
tecture and intracellular transportation of eukary-
otic cells as well as cellular motility (8, 95). It
is a highly conserved protein throughout evolu-
tion, which means the genetic sequence differ-
ences of the actin protein among other animals
and protozoa are very small (<5%) (89, 93, 96).
Actin is a bi-lobed molecule that consists of a
large and small domain with overall dimensions
of ∼3.3nm × 5.6nm × 5.0nm (93). Each indi-
vidual G-actin has specific binding sites allow-
ing it to self-assemble into a long filament chain,
so-called F-actin, through reversible non-covalent
binding (96, 97). Some of the binding sites of
the G-actin are for metal ions such as Mg2+,
nucleotides such as adenine, and motor proteins
such as myosin (98). It is suspected that the inter-
actions between G-actin may be of the nature of
hydrogen bonds (8). Recent single molecule op-
tical nanometry and glass needle micromanipula-
tion studies have shown that the actin-actin bond
breaking force is ∼100 – 600pN (99, 100). Based
on these force measurements, we can estimate
that the bond strength between individual actin-
actin molecules is ∼20kT , assuming the distance
between actin-actin interactions is ∼0.2nm (101)
and a breaking force of 400pN. This bond strength
is much weaker than covalent bonds but is within
the range of hydrogen bonding interactions.

3.3.1.2. From Actin to F-actin – Self-assembly
Dynamics

The F-actin can be viewed as a two-stranded,
right-handed double helix which repeats itself ev-
ery 35.8 – 37nm with 13 subunits (8, 93, 96).
The filament width is 7nm with subunit spacing
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of 5.5nm (96). The polymerization from G-actin
to F-actin essentially involves four different steps
(93); 1) salt binding and conformational changes
in G-actin, 2) formation of nuclei (the nuclei is
most likely formed by three actin molecules clus-
tered together in the form of a trimer structure
(93)), 3) bidirectional association and dissocia-
tion of G-actin to form F-actin, and 4) annealing
of short F-actin to form longer F-actin. The rate
determining step in the polymerization process
is the formation of nuclei. Owing to the nature
of non-covalent binding, the growth of F-actin is
highly influenced by the ionic environment; nor-
mally the addition of Ca2+ and Mg2+ can acceler-
ate the nuclei formation process. For example, it
has been shown that activated Mg2+-actin forms
nuclei more than 10 times faster than unactivated
G-actin (93, 102). With the presence of ATP, the
F-actin will polymerize gradually until an equi-
librium is reached (93, 103-105). The growth of
F-actin is a dynamic association/dissociation pro-
cess dictated by diffusion (105). If the associa-
tion rate of G-actin is faster than the dissociation
rate, there will be a net growth of F-actin. Interest-
ingly, the growth rates at both ends of the F-actin
are very different where the net growth of one end
can be 10 times faster than that of the other end (8,
103). The fast growing end of F-actin is referred
to as the barbed end, whereas the slow growing
end is termed the pointed end. The critical con-
centration, Ccritical, of G-actin in a solution to in-
duce a net growth of F-actin can be formulated as
(8),

Ccritical =
koff

kon
(9)

where kon and koff are the monomer association
rate and the dissociation rate, respectively. In par-
ticular, there is a biological term, known as tread-
milling, which describes the process where the
barded end polymerizes (or increases in length)
while the pointed end depolymerizes at the same
moment. This process is important in cell motility
(8). It has been shown that the rate of the barbed
end growth correlates to the rate of the movement
of the lamellipodium extension, which provides
the first evidence of the relationship between actin
assembly and cell motility (95, 106, 107).

3.3.1.3. Mechanical Properties of F-actin

Since F-actin is used within the structural archi-
tecture and for molecular transportation on an
intracellular level, it is important to understand
the mechanical properties of F-actin on the sin-
gle filament level. Similar to DNA mechan-
ics, we will describe actin mechanical properties
through persistence length, flexural rigidity, and
torsional rigidity. Torsional rigidity is an inter-
esting parameter to study for F-actin because it
has been shown that F-actin will undergo axial
rotation when myosin travels along the filament
(108). The measured torsional rigidity of a single
F-actin, measured by optical trapping nanometry
and Brownian motion-induced shape fluctuation
analysis, is ∼50 – 80nN·nm2 (100, 109, 110) and
the measured flexural rigidity is ∼15 – 73nN·nm2

(109-112). The persistence length of a single F-
actin can be deduced from Equation (8). Based
on the data from (109, 112), the estimated persis-
tence length of a single F-actin is ∼4 – 18μm.

3.3.2 Actin-binding and Actin-related Proteins

The growth dynamics of F-actin is highly reg-
ulated in time and space (104). Global loco-
motion of cells and higher ordered structures
consisting of F-actin networks result from the
well-controlled incorporation of specific proteins,
namely actin-binding proteins (ABPs) and actin-
related proteins (ARPs), at the proper time and
space. The fundamental step here is to under-
stand what kind of ABPs and ARPs are utilized
for higher ordered structure construction and the
regulation of F-actin growth.

3.3.2.1. Molecular Structures of ABPs and ARPs

A variety of 2-D and 3-D actin networks can be
formed from a few ABPs with unique molecu-
lar geometries that can crosslink F-actin. For
instance, fimbrin has two actin-binding sites ar-
ranged side-by-side which can be used as a molec-
ular spacer to separate two individual F-actin fil-
aments ∼12 – 14nm apart (8, 113-115). An-
other molecular spacer that can bundle F-actin is
known as α-actinin, which is a long rod-shaped
molecule that is 3 – 4nm wide and 30 – 40nm
in length. It has two actin binding sites arranged
on each end (8, 116-118). Fimbrin and α-actinin
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Table 1: Structural dimensions of selected molecular components

Molecular Component
Monomer Dimensions Polymer Dimensions

Ref.L1 (nm) L2 (nm) L3 (nm) D (nm) P (nm)
DNA* - - - 2 3.4 (10)
Actin a 3.3 5.0 5.6 ∼ 7 ∼ 37 (93)
Tubulin a** 4.6 6.5 8.0 ∼ 22 - (129, 130, 132)
Fimbrin a 3.3 6.6 8.8 - - (114, 115, 351)
α−actinin e - ∼ 3−4 30-40 - - (116, 117)
Filamin e1 - - ∼ 80 - - (119)
Spectrin e1 - ∼ 10 150-200 - - (119)
Gelsolin a 3.6 5.5 8.5 - - (352, 353)
Arps2/3 a 7-10 14.0 15.0 - - (122, 354)

(Notations: L1, L2, L3 (linear dimensions), D (diameter), P (periodicity); a denotes the dimensions
are obtained from atomic structural models; e denotes the dimensions are estimated from electron
micrograph with the sample prepared by negative staining; e1 denotes the dimensions are estimated
from electron micrographs, accounting for + 1nm due to sample preparation from Pt/Carbon sput-
tering; ∗ denotes the B-form DNA; ∗∗ denotes 13-protofilament microtubule)

are relatively short molecular spacers when com-
pared to spectrin. Spectrin can take the form of
a tetramer with two actin binding sites on oppo-
site ends, measuring ∼10nm in width and ∼150
– 200nm in length (8, 119, 120). Apart from
these linear molecular spacers, biological spacers
with other geometries do exist. For example, fil-
amin (121), which is ∼80nm in length, has two
actin-binding sites which are arranged in a flexi-
ble, V-shape geometry (8, 119). Also, instead of
bundling F-actin together with molecular spacers,
F-actin can form branched structures with the aid
of other proteins. For example, the Arp2/3 com-
plex can form side-branched F-actin at ∼70◦ with
respect to the main F-actin branch, producing Y-
branched dendrite structures (122) (see Figure 9).
The structural dimensions of selected molecular
components are summarized in Table 1. The data
is obtained from published atomic models of the
corresponding proteins and high resolution elec-
tron micrographs.

3.3.2.2. Functions of ABPs and ARPs

In addition to the construction of higher-order
structures, ABPs are also responsible for regulat-
ing the dynamics of actin assembly/disassembly
for the purpose of cell motility (95, 123). For
example, it has been shown that the process of
treadmilling can be accelerated by 125 times with

Figure 9: Electron micrograph showing the
branching structures formed by Arp2/3 and F-
actin. (A) Arp2/3 complex. (B) F-actin forms
branched structures with the presence of Arp2/3.
(C) The side-branching structures are at 70◦ with
respect to the main F-actin. (Reproduced from
Proceedings of National Academy of Sciences,
USA, 1998, 95: 6181 – 6186. Copyright 1998
The National Academy of Sciences, USA)

the synergistic effects of cofilin and profilin (95,
124). Cofilin (or known as actin depolymeriz-
ing factor, ADF) can accelerate the depolymer-
ization of the pointed-end of F-actin by forming
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the ADF-ADP-G-actin complex (89, 104). On
the other hand, profilin can specifically bind to
ATP-G-actin, which in turn binds exclusively to
the barbed ends of F-actin (89, 104, 125). It has
been shown that ATP-G-actin can polymerize into
F-actin more effectively than ADP-G-actin (103,
104, 126). Therefore, in order to polymerize F-
actin more efficiently, the ADP-G-actin needs to
be converted to ATP-G-actin. Profilin can accel-
erate this process by promoting the exchange of
ADP for ATP bound to actin, and thus enhances
the polymerization at the barbed-end of F-actin
(8, 89, 95, 104). Other important ABPs for cell
motility are capping proteins and gelsolin. Cap-
ping proteins can bind to the barbed end of F-actin
with a strong affinity (89, 104), which in turn in-
hibits the growth of F-actin from the barbed end.
As a result, F-actin without capping proteins will
grow much faster than those with them. This can
result in selective F-actin growth in different loca-
tions within a cell. Besides influencing the growth
of F-actin, the length of F-actin can be altered by
cutting a filament with specific ABPs. Gelsolin
is one of the ABPs that can perform this func-
tion (127). The F-actin cutting process is accom-
plished by the binding of gelsolin to the side of
a long F-actin, which when cut into two halves
leaves two short F-actin filaments with one fea-
turing gelsolin capped onto its end (104, 128).

3.3.3 Tubulin and Microtubules

3.3.3.1. Molecular Structures of Tubulin and Mi-
crotubules

In addition to G-actin, another protein that is
able to polymerize into long filament chains un-
der suitable growing conditions is tubulin. Tubu-
lin exists in three different isoforms; namely
α-tubulin, β -tubulin, and γ-tubulin (129). In-
stead of forming a long, solid linear chain-like
F-actin, tubulin (in the form of the αβ -tubulin
heterodimer) can polymerize into microtubules,
which are hollow tube structures with 8 - 19
protofilaments (130) (the 13-protofilament con-
figuration is the most common configuration in
vivo (8)). The dimensions of the αβ -tubulin het-
erodimer are ∼4.6nm ×8.0nm × 6.5nm (131,
132). For the 13-protofilament microtubule, its in-

ner and outer diameters are ∼10nm and ∼22nm,
respectively, with wall thickness of ∼5 – 6nm
(130).

3.3.3.2. Mechanics of Microtubules

When compared to F-actin, microtubules are
much stiffer. The measured persistence length
of a microtubule ranges from 100μm to 8000μm
(including pure and chemical-stabilized micro-
tubules at temperature ranges from 22◦C to 37◦C)
(110, 133-139). The persistence length distri-
bution for microtubules is relatively broad (∼
two orders of magnitude discrepancy). These
persistence length measurements may be contin-
gent on the use of different single molecule force
measurement techniques, the chemical stabiliz-
ing agents (133), the growth history of the mi-
crotubules (137), or the number of microtubule
protofilaments in the specific experiments (e.g.,
microtubules exist in the form of 13 – 16 protofil-
aments with 14-protofilaments being the most
common case (110, 139)). However, there is
still no consensus explanation for the discrepancy.
Recent reports have shown that the persistence
length of a microtubule is dependent on their cor-
responding length (138, 140). Particularly, Pam-
paloni et al. have shown a systematic increase of
persistence lengths of microtubules, from 110μm
to 5035μm, as the length of the microtubules
varied from 2.6μm to 47.5μm (138). From the
persistence length data, we have estimated that
the flexural rigidity of microtubules (Equation 8)
range from 452nN·nm2 to 2.1×104nN·nm2 (see
Table 2). As long as the microtubule is sufficiently
long (»21μm), the persistence length is shown to
converge to∼6300μm theoretically. The underly-
ing reason for this length dependency is suggested
to be caused by the strong material anisotropy of
microtubules (138).

3.3.3.3. Dynamic Instability of Microtubules

Apart from the difference in mechanical proper-
ties between F-actin and microtubules, there are
a number of similarities between these two mi-
crofilament structures. First, microtubules have
structural polarity with the α-tubulin end as the
minus end and the β -tubulin end as the plus or
fast-growing end (132). The scenario where a mi-
crotubule changes from the polymerization phase
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Table 2: Mechanical properties of biopolymers at the single molecule level

Biopolymer Persistence Length Torsional Rigidity Flexural Rigidity Ref.
(μm) (nN·nm2) (nN·nm2)

F-actin 4-18 a 50-80 15-73 (100, 109, 110, 112, 355)
Microtubule 6300 b - 2.6 X 104c (138)

dsDNA 0.04-0.05d 0.46 0.16-0.21 e (50, 54, 55)

(a denotes part of the persistence length is inferred from the flexural rigidity data by Equation (8) at
298K; b denotes persistence length for very long microtubule (i.e. � 21pm). On the other hand,
for short microtubule, there is a length dependency of the persistence length, see text; c denotes the
flexural rigidity is inferred from persistence length by Equation (8); d denotes the persistence length
is dependent on the buffer conditions [54]; e denotes the flexural rigidity is deduced from persistence
length from Equation (8))

to the depolymerization phase is known as the
catastrophe. The reverse process (i.e., from de-
polymerization phase to polymerization phase) is
known as the rescue. These two processes are reg-
ulated by guanasine triphosphate (GTP) hydroly-
sis (as opposed to ATP hydrolysis in the case of
actin polymerization). The phenomenon where
the microtubule switches from catastrophe to res-
cue (or vice versa) is generally termed as dynamic
instability (141), which is central to the process
of mitosis. Similar to F-actin, there are a num-
ber of drugs (e.g., taxol (142)) and microtubule-
associated proteins (MAPs, e.g., MAP2 (89)) that
can affect the dynamics of microtubule polymer-
ization and its structural functionalities. The de-
tailed processes of how microtubules and MAPs
can form higher ordered structures and regulate
growth dynamics will not be addressed, but inter-
ested readers can refer to the following sources
(89, 141).

As mentioned earlier, in the process of mito-
sis the dynamic instability of microtubule assem-
bly/disassembly plays a central role in the sepa-
ration of chromosomes. Therefore, it is important
to know the amount of force that microtubules can
generate during this process. Thermodynamically
speaking, the maximum pushing force available
from the free energy of microtubule growth is re-
lated to tubulin association/dissociation kinetics,
which can be predicted from the following equa-
tion (143-146),

F =
kT
d

ln

(
k′on

k′off

)
(10)

where d is the added microtubule length per
dimer, k′on is the dimer association rate, and k′off
is the dimer dissociation rate. Based on Equa-
tion (10), the force generated from the micro-
tubule assembly/disassembly will be ∼15 – 47pN
for a k′on/k′off ratio from 10 to 1000 and d =
0.61nm (i.e., 8nm/13 protofilaments) (145). How-
ever, a recent study by Kolomeisky and Fisher
has suggested that the parameter d in Equation
(10) should be considered as the distance bounded
by the dimer length (i.e., d = 8.0nm) instead
of the one defined earlier (147). This yields
good agreement with the experimental results per-
formed by Dogterom and Yurke, who have shown
the maximum force exerted by growing micro-
tubules to be ∼4pN (135). Kolomeisky and Fisher
have found k′on to be 1887min−1 and k′off to be
0.33min−1 based on the experimental data pro-
vided by Dogterom and Yurke. This leads to esti-
mated stall forces of ∼4.3pN (d = 8.2nm was used
instead of 8.0nm, Table 1) (147).

3.3.4 Molecular Motors – Myosin and Kinesin

Apart from the important role of microtubules and
F-actin in powering cell movement and intracellu-
lar manipulation, these microfilament systems are
utilized as “molecular railways” for motor pro-
teins for the purpose of cell motility and intercel-
lular transportation. Here, we are going to look
into the structures and functionalities of two lin-
ear molecular motors, namely myosin (motor pro-
tein for F-actin) and kinesin (motor protein for
microtubule), and their respective mechanical per-
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formances from recent single molecule measure-
ments.

3.3.4.1. Structures and Functions of Myosin and
Kinesin

Linear molecular motors, such as myosin and ki-
nesin, can be thought of as a series of lever sys-
tems that mechanically amplify a sub-nanometer
binding event into tens of nanometers of motion.
Understanding the basic structures of these linear
molecular motors is therefore important to gain
insight on the mechanical amplification mecha-
nism. Myosin and kinesin motor molecules are
structurally similar (148). Both of them can be
simply described as a composition of a head re-
gion for motion generation and an elongated tail
region for load carrying or mechanical anchoring
(21, 94, 149-153). Specifically, a conventional
myosin II motor molecule is composed of three
portions: S1, S2, and LMM (94, 152). S1 is
the head region that powers the motion of motor
molecules through nucleotide hydrolysis (152).
S2 and LMM are the tail regions that connect to
S1 at one end with the other end connected to
other molecular components for the purpose of
anchoring (21, 153). S1 consists of three dif-
ferent domains, namely the light chain binding
domain, the converter domain, and the catalytic
domain (21, 153). The light chain binding do-
main can be thought of as a lever arm that con-
nects to the converter domain and the catalytic
domain. The catalytic domain consists of binding
sites for nucleotides and actin (154). The bind-
ing of nucleotides and subsequent nucleotide hy-
drolysis can induce a conformational change of
the catalytic domain, whose motion can be am-
plified by the light chain binding domain through
the transmission of the converter domain (153,
155). This mechanism is known as the swinging
crossbridge model, originally proposed by H.E.
Huxley (86). Thus far, eighteen different myosin
molecules have been identified whose classifica-
tion depends on the composition of their head and
tail regions (156, 157). Some of the myosins ex-
ist as a monomer form (i.e., one head region),
whereas others exist in a dimer form (i.e., two
head regions). For example, myosins II, V, and
VI have two head regions while myosins I, III,

and IV only have one head region (21). The size
of the subfragment S1 for myosin II is ∼ 16.5nm
× 6.5nm × 4.0nm (154). The step size of myosin
is dependent on the length of the lever arm in the
S1 domain (158). For example, myosin V, with
an S1 length of ∼31nm (159), takes a center-of-
mass step of 37nm (one complete helical turn of
F-actin) (160, 161), whereas myosin II, with an
S1 length of 16.5nm, takes a step of ∼5 – 15nm
(153, 158, 162-165). Comparatively, the motor
domain of kinesin is structurally similar to that of
myosin (166). The motor domain size for kinesin
is ∼7.0nm ×4.5nm × 4.5nm (166) and the center-
of-mass step size for kinesin is ∼8.3nm (167).

Interestingly, the movements of myosin and ki-
nesin (particularly myosin V (160) and conven-
tional kinesin (167, 168)) are highly analogous to
the walking motion of a human (i.e., hand-over-
hand) with the exception that the molecular mo-
tors can only take finite discrete steps (see Figure
10). Specifically, myosin V “walks” on the helical
repeat of the F-actin (160, 161) whereas kinesin
“walks” strictly on a single microtubule protofila-
ment (169). In particular, the center-of-mass step
sizes for kinesin and myosin V are 8.3nm and
37nm, respectively (160, 167). Both of them are
plus-end directed motors on their respective mi-
crofilament system. On the other hand, myosin VI
is a minus-end directed motor that takes a 11nm
step towards the plus-end and a 27nm step to-
wards the minus-end (170).

3.3.4.2. ATP as a Fuel

ATP hydrolysis is the chemical energy source
that powers the mechanical motion of myosin
and kinesin on their corresponding “molecular
tracks”. In the chemical reaction of ATP hydrol-
ysis, ATP is converted to ADP and phosphate
ions which can be reversible depending on the
chemical environment of the surrounding media
(21). The energy released through this process
is ∼54 × 10−21J (or 54pN·nm which is equiva-
lent to ∼13kT ) when at 298K, pH = 7, a concen-
tration of free magnesium ions of 10mM, and an
ionic strength of 0.25M (171). However, the ac-
tual free energy released may be higher than this
value depending on the concentration of the re-
spective species in the hydrolysis reaction. Nor-
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F-actin

Myosin V

50nm

20nm
Figure 10: Electron micrograph showing the
structure of myosin V bound to an actin filament.
(Lower panel) Myosin V spans a distance of 13
actin subunits. (Reprinted by permission from
Macmillian Publishers Ltd: Walker et al., Nature,
2000, 405: 804-807, copyright 2000)

mally speaking, 20kT (or 80pN·nm) is commonly
assumed for ATP hydrolysis in the literature (21,
172). The mechanical and chemical energy ex-
change by myosin and kinesin is highly coupled
during the “walking” motion. The ATP bind-
ing and the hydrolysis process dictates the attach-
ment and detachment of the molecular motors to
their respective “molecular tracks”. In the case of
myosin in the presence of actin, phosphate ions
are released from the myosin when it binds to
the actin (i.e., with myosin-ADP attaching to the
actin). When the ATP binds to the myosin, it
will be detached from the actin by the conforma-
tional change induced by the binding (153, 161,
173). On the other hand, kinesin takes a different
route in achieving this mechanochemical energy
cycle. When the kinesin binds to the microtubule,
ADP will be released and ATP hydrolysis is re-
quired for the detachment of kinesin from the mi-
crotubule (21, 151).

3.3.4.3. Mechanical Performances of Myosin and
Kinesin

Similar to macroscopic motor systems, we are in-
terested in the mechanical performance of linear

molecular motors in terms of speed, force gen-
eration, and energy efficiency. Since the linear
molecular motors “walk” on “molecular tracks”
(see Figure 10) through ATP hydrolysis, the quan-
tification of their mechanical performance can be
specified by the walking speed, the stall force, and
the energy efficiency of ATP-to-mechanical en-
ergy coupling.

Depending on the nature of the molecular mo-
tors (e.g., number of head regions), they may
or may not stay on the track permanently (e.g.,
two-headed kinesin will more likely remain on
its track than one-headed kinesin (174)). Proces-
sivity is the term that describes whether a mo-
tor can continuously “walk” on the “molecular
track” without detachment for many ATP hydrol-
ysis cycles. A processive motor can travel for
a long distance (compared to the cellular length
scale, i.e., ∼ μm) before detachment from the
“molecular track”. For example, myosin V and
VI are processive motors which can travel a dis-
tance ranging from a few hundred nanometers to a
micron on F-actin before detachment (160, 170).
Conventional kinesin is another processive mo-
tor that can travel on the order of a micrometer
before detachment from the microtubule, which
is equivalent to ∼100 steps or more (175, 176).
As a general reference, the in vitro speeds for
myosin motors (i.e., Myosin IB, II, V, VI, XI) are
∼ -6 – 60000nm/s while the in vitro speeds for
kinesin motors (i.e., conventional kinesin, Nkin,
Unc104/KIF, Fla10/KinII, BimC/Eg5 and Ncd)
are ∼ -90 – 1800nm/s (21). The forces generated
by individual motor molecules have been quan-
tified through single molecule optical nanometry
measurements. For example, recent studies have
shown that the stall force associated with a ki-
nesin molecule can be up to 5 – 7pN at saturated
ATP concentrations (177-179) and for myosin II,
V, and VI, the stall force is on the order of ∼3
– 4pN (165, 170, 180). A striking universal trend
for molecular motors and macroscopic motors has
recently been discovered which shows that the
maximum force output of those molecular mo-
tors scale as two-thirds power of their mass (181).
This scaling law may allow us to predict the maxi-
mum force output for a variety of yet unmeasured
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Table 3: Mechanical performance for selected natural and synthetic linear motor molecules

Motor Molecules Step Size (nm) a Speed (nm/s) b Force (pN) Ref.
Kinesin +8.3 c ∼ 600d 6±1e (167, 177, 178)

Myosin V +37 c ∼ 300d ∼ 3e (160, 180)
Myosin VI -27 +11 ∼ 300d ∼ 3e (170)

[2]rotaxanes f ±1.4 - ∼ 145g (341)

(a denotes step size towards a + end or – end; b denotes in vitro absolute velocity mea-
surements; c denotes center-of-mass step; d denotes velocity under zero load and at
saturated ATP; e denotes stall force at saturated ATP; f denotes a synthetic artificial lin-
ear motor which can perform reversible work depending on the chemical environments
(341); g denotes that the force value depends on the loading rate, the average force eval-
uated from the interaction energy and the actuation distance is ∼320pN (341)).

linear molecular motors.

In regards to the energy consumption of molec-
ular motors, it has been shown that kinesin hy-
drolyses one ATP per 8nm under low load condi-
tions (182, 183). For a ball-park value estimation,
assuming the kinesin motor can generate a force
of 5 – 7pN throughout this 8nm step while con-
suming 1 ATP during the process, the mechanical
energy consumed is ∼40 – 56pN·nm. Comparing
this energy consumption to the energy released by
ATP hydrolysis (i.e., ∼80pN·nm), one will appre-
ciate the excellent energy conversion efficiency
of those molecular motors (i.e., energy efficiency
∼50 – 70%) (172).

A nicely complied table of the mechanical perfor-
mance of motor proteins has previously been pub-
lished by Howard (21). To augment the table, we
have included additional mechanical parameters,
such as step size, speed, and force generation of
selected motor proteins obtained from recent sin-
gle molecule measurements for general references
in addition to those for a synthetic linear motor
molecule to be used for comparison (see Table 3).

Thus far, we have discussed the properties of a
few natural molecular components and their re-
spective utilization for engineering applications.
To incorporate them further into top-down fab-
ricated structures, strategies to immobilize them
specifically on a solid surface have to be devel-
oped. In the next section, we will provide a brief
review on the current state-of-the-art technologies
for interfacing these molecular components on a
solid surface with high specificity.

4 Patterning Technologies for Guiding
Molecular Growth

Specific placement of molecular components on
a substrate is a pre-requisite towards achieving
the construction of higher-order structures. Doing
so with molecular precision requires length-scale
matching with the individual binding sites. Immo-
bilizing molecular components at lithographically
defined locations is an integrated top-down and
bottom-up process. In the past decades, the quest
of the semiconductor industry to maximize the
packing of circuit components on a single chip has
pushed the capabilities of micro and nanolithog-
raphy technologies forward. These technologi-
cal advancements have been the cornerstone for
the maturity of Micro-Electro-Mechanical Sys-
tems and the emergence of bio-nanotechnology.

The goal for all lithography technologies is to
transfer predefined patterns onto a new substrate
(i.e., replication). Although a variety of lithog-
raphy technologies have been developed over the
past decade (184-192), three make up the majority
of the approaches used to achieve the end goal of
pattern transfer. The first one, which is the most
widely employed, is based on irradiation through
a lithography mask. This process can be summa-
rized as follows: 1) Coating of a radiation sensi-
tive layer (RSL) on a substrate; 2) Image trans-
fer of the lithography mask patterns to the RSL
by irradiation; and 3) Pattern development of the
image on the RSL by selective etching (see Fig-
ure 11a). The second method is known as direct-
write patterning, where no mask is required for



20 Copyright c© 2009 Tech Science Press MCB, vol.6, no.1, pp.1-55, 2009

Selective Etching

(A) Irradiation through Lithography Mask (B) Direct-write Patterning

(C) Patterning by Engraving (D) Stamping

Mask

Substrate

RSL

Scanning 
Probe

Scanning Beam

Selective Etching

Stamp

Pressure Ink

Figure 11: Concepts of selected lithography technologies

the pattern transfer. In this approach, an energy
beam is projected on the RSL surface to directly
write the patterns. The written patterns are then
developed by selective etching (see Figure 11b).
A derivative of this method substitutes the en-
ergy beam for a mechanical probe. This is used
to engrave a thin coating (normally it is a single
layer of self-assembled molecules) to create pat-
terns (see Figure 11c). This technique does not
require subsequent selective etching. The third
method is known as stamping. Here, a stamp,
normally made of polymeric materials, is fabri-
cated using the lithography approaches mentioned
earlier. The stamp is then inked with the target
molecules and transferred onto a substrate (see
Figure 11d). In the following, we will briefly
overview how molecular components can be pat-
terned at a specific location on a substrate through
a combination of the lithography technologies.

4.1 Patterning of Inorganic Crystal Structures

Natural organisms have the ability to control the
formation of inorganic crystal structures with pre-
cise spatial dimensions at cellular and sub-cellular
levels. An example is the magnetite nanocrystals
existing in magnetotactic bacteria. These mag-

netite nanocrystals, which are about 50nm in di-
mension and precisely arranged with nanometer
resolution, are utilized as a biological “compass”
for the bacteria to navigate (4). Reproducing these
natural functional crystal structures in vitro poses
a great challenge to those in the material science
and engineering disciplines.

4.1.1 Control of Growth Locations

In order to achieve the eventual goal of synthe-
sizing these functional natural crystals, three pri-
mary steps need to be addressed: precise spatial
patterning of crystals, size control of the crystals,
and the control of crystal structural orientation.
To pattern inorganic structures on a solid sub-
strate, one existing approach utilizes surface hy-
drophobicity to locally trap liquids with dissolved
inorganic ions on a substrate. Since the inorganic
ions will self-assemble as the solvent evaporates,
the patterning of the structure synthesis location
becomes reliant on the final location of the sol-
vent. There are a variety of methods to pattern a
surface with spatial varying hydrophobicity (193-
196). For example, hydrophobic molecules, such
as CH3-terminated alkanethiols, can be patterned
on a gold surface through microcontact printing
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while the rest of the area is passivated by hy-
drophilic molecules, such as COOH-terminated
alkanethiols, thereby creating hydrophilic and hy-
drophobic patterns (193). Another approach is to
deposit a layer of hydrophobic molecules (e.g.,
hexamethyldisilazane) on a hydrophilic surface
(e.g., Si/SiO2). By the patterning (either by op-
tical/electron beam lithography) and subsequent
etching of the molecules, a surface of hydrophilic
and hydrophobic regions can be created (196) (see
Figure 12).

100 nm
1 m

NANO

Figure 12: Synthesis of KCl nanocrystals on pre-
determined locations through wetting/dewetting
of droplets on electron beam lithography defined
patterns (196)

4.1.2 Control of Crystal Sizes

Apart from controlling the spatial location of the
structure synthesis, the size of the structures can
be controlled through manipulating the ionic con-
centration or volume of liquid being trapped on
the hydrophilic area (193) or confining nanostruc-
tures (197). Recent demonstrations have shown
that a confined liquid on the order of zeptoliters
(10−21L) can be trapped for the synthesis of inor-
ganic structures on the order of 10nm (196, 197)
(see Figure 12). Thus far, the above mentioned
techniques (198) have been demonstrated for the
synthesis of simple inorganic crystals (194, 196,
197), quantum dots (193), magnetic nanoparticles
(195) and colloidal nanoparticle assembly (199,
200).

4.1.3 Control of Crystallographic Planes

In addition to patterning of inorganic crystals with
controlled size and location, the structural ori-
entation of these crystals can be controlled as
well. Earlier crystallization studies have shown
that the crystallographic plane is dictated by the
structural information provided by a monolayer of
molecules formed at the air/liquid interface (201-
203) or deposited on a solid surface (204). This
rationale argues that the monolayer of molecules
provides a structural support for the continua-
tion of crystalline growth in a particular crystallo-
graphic plane due to the matching of their respec-
tive atomic arrangements (202). By controlling
the density and the type of molecules used for the
monolayer, the desired crystallographic plane of
the crystal can be induced. More elaborate expla-
nations on the underlying mechanisms of crystal
orientation control have been provided in a review
article by Mann (202).

Incorporating this strategy for controlling the
structural orientation of crystals in conjunction
with microfabrication technologies, researchers
have demonstrated the complete control of the
location, size, and crystallographic plane of a
growing crystal on a solid substrate on the mi-
croscale domain. In particular, Aizenberg et al.
(29) have demonstrated the control of crystallo-
graphic plane orientations of grown crystals, as
well as the crystal nucleation locations and num-
ber densities, through a self-assembled monolayer
of molecules patterned by micro-contact print-
ing. In their work, a self-assembled monolayer
of HS(CH2)15X (where X = CO2H, SO3H, OH)
was stamped on a gold/silver-coated silicon sur-
face with an elastomer stamp while the remaining
area was passivated by a self-assembled mono-
layer of HS(CH2)15CH3. The chip was immersed
in a crystallization solution (for the growth of
CaCO3) where the regions terminated by the X
group (which will subsequently be ionized in the
solution) attracted Ca2+ ions and induced crys-
tal growth. Through the use of different termi-
nal groups, a variety of crystal orientations of cal-
cium carbonate have been successfully induced
and patterned with controlled size and location
(see Figure 13).



22 Copyright c© 2009 Tech Science Press MCB, vol.6, no.1, pp.1-55, 2009

Figure 13: Control of crystallographic orientation of CaCO3 crystals by using a self-assembled monolayer at
pre-determined locations of a surface (Reprinted by permission from Macmillian Publishers Ltd: Aizenberg
et al., Nature, 1999, 398: 495-498, copyright 1999)

4.2 Patterning of DNA Molecules

From the earlier discussion, DNA can be utilized
as a programmable material to construct static
(e.g., 2D and 3D structures) and dynamic struc-
tures (e.g., DNA nanomachine). For each of
these examples, the structures are synthesized in
a bulk solution without defined physical confine-
ments on a solid surface. Unfortunately, this char-
acteristic prohibits their incorporation with other
molecular components for higher ordered func-
tions, which is a necessary requirement for the
production of useful structures. In the past years,
technologies for patterning DNA molecules on a
solid surface have been established through the
development of highly sensitive DNA detection
systems (205). In the following, we will sample
through some of the recent developments of DNA
patterning techniques by a variety of lithography
technologies.

4.2.1 Physical Adsorption

The phosphate backbone of DNA results in the
molecule possessing a negative charge in phys-

iological conditions. By controlling the surface
charge density of a substrate through external ra-
diation, DNA molecules can be physically ab-
sorbed on a surface through electrostatic inter-
actions. For instance, Chi et al. utilized elec-
tron beam energy to create positively charged re-
gions on a glass surface to electrostatically trap
DNA molecules. The technique is capable of gen-
erating DNA line patterns down to 50nm (206).
In addition, the use of micromolding in capillar-
ies (MIMIC) (207) can physically confine the de-
position of DNA molecules on a solid surface.
Specifically, Bystrenova et al. (208) demonstrated
the use of the MIMIC technique to pattern DNA
molecules in continuous strips or ordered dot ar-
rays through the control of the concentration of
DNA in a liquid medium. Another approach used
to define DNA molecules specifically on a surface
through physical adsorption is surface dewetting
and condensation on a heterogeneous patterned
surface (209). The concept of this technique is
similar to that of confining inorganic crystals on a
patterned hydrophilic/hydrophobic surface.
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Figure 14: DNA patterning through soft lithography and molecular combing. Scale bar, 25μm. (Reprinted
by permission from Wiley InterScience: Björk et al., Small, 2006, 2:1068-1074, copyright 2006)

4.2.2 Molecular Combing

Patterning DNA molecules through physical ad-
sorption yields randomly aligned DNA structures
on a surface. External force fields are required to
align and orient DNA molecules in a controlled
manner. A technique called molecular combing
was developed in the mid-90s, which is capa-
ble of stretching and orienting DNA molecules
on a solid surface by utilizing the surface tension
forces produced by a receding meniscus to manip-
ulate DNA (210, 211). While the DNA is bound
on a surface at one end, the meniscus stretches the
molecule to its full contour length. By control-
ling the shape of the liquid/air interface through
the use of a microfluidic channel, micropatterns
of fully stretched and oriented DNA molecules
can be created through molecular combing (212).
However, in this method, DNA molecules were
patterned inside a microfluidic channel, which
may hinder the patterning of additional molec-
ular components if needed. Instead, it is desir-
able to create patterned DNA molecules on a solid
surface without any physical confinement. For
instance, Björk et al. recently developed a soft
lithography technique combined with molecular
combing to create patterned, stretched, and ori-
ented DNA molecules on a solid surface (213).
In one of their methods, patterns of hydropho-
bic and hydrophilic regions were created on a
substrate through PDMS stamping allowing DNA
molecules to be stretched and aligned exclusively

in the hydrophobic region (see Figure 14).

4.2.3 Surface Chemistry and Ligand-pair Bind-
ing

Apart from physically adsorbing DNA molecules
onto a surface, they can be chemically grafted
onto a surface through specific surface chem-
istry or ligand-pair binding. Chemically bound
DNA molecules on a surface are more stable than
those immobilized through physical adsorption
by electrostatic interactions. Silane (214-216)
and thiol (214, 217) chemistries are commonly
used as chemically functionalization agents to
specifically bound DNA to a surface. Partic-
ularly, patterning of DNA molecules utilizing
chemically functionalization schemes have been
demonstrated through a variety of lithography
approaches such as electron beam lithography
(215, 216), optical lithography (218), and dip-pen
lithography (214). On the other hand, ligand-pairs
such as streptavidin and biotin have been utilized
for DNA binding to a surface (219). Specific de-
tails on the nature of streptavidin and biotin bind-
ing will be given in the later section.

4.2.4 DNA as Molecular Glue

In addition to binding the native form of DNA
specifically on a surface, DNA molecules have
been utilized as “molecular glue” to assemble
nanoparticles at a specific location. For exam-
ple, in the work of Städler et al. (219), sin-
gle strands of biotinylated DNA were specif-
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ically fixed to a surface through streptavidin-
biotin interactions. When irradiated by light, the
fluorescence molecules attached to the strepta-
vidin molecules generate singlet oxygen that lo-
cally damages the DNA molecules. By pattern-
ing a DNA-bound surface with light, regions of
DNA that were irradiated by light were damaged.
Nanoparticles that are tagged with complemen-
tary DNA molecules can then be specifically at-
tached to the regions where the DNA molecules
were not damaged. In addition, Kannan et al.
have utilized the silane chemistry functionaliza-
tion scheme and demonstrated the assembly of
multi-layered nanoparticles through using DNA
molecules as the molecular linker (220). These
demonstrations have shown that DNA molecules
can be used to self-assemble nanostructures to
higher-order dimensions.

Other than assembling nanoparticles with DNA
molecules, biological entities such as cells can be
surface functionalized with DNA to achieve spe-
cific adhesion on a surface. Particularly, Chan-
dra et al. have developed a surface chemistry
scheme to modify the surfaces of live cells with
ssDNA, which can subsequently be attached to a
surface patterned with their complementary DNA
sequences (221). Owing to the unique pro-
grammable capability of DNA molecules, the es-
tablishment of the chemistry has laid down an im-
portant foundation for the precision patterning of
multiple types of cells on a surface.

4.3 Patterning of Cytoskeleton and Motor Pro-
teins

With the promise of ultra-sensitive biomedical di-
agnostics (222, 223), the use of lithography tech-
nologies to define the locations of proteins on mi-
cro and nanoscale domains have recently garnered
significant attention in the area of bioMEMS and
bionanotechnology. Conveniently, the same tech-
nologies allow for the specific placement of func-
tional protein molecules (e.g., actin and myosin)
for structure construction on the micro/nanoscale
domain. Specifically, patterning of cytoskele-
ton and motor proteins at specific locations en-
sures directed transportation of molecular cargo.
In this section, we will sample through some of

the recent developments in defining cytoskeleton
and motor proteins on a solid surface in both
two-dimensional space, as well as the controlled
orientations of cytoskeleton proteins for three-
dimensional construction. In addition, technolo-
gies that can define multiple proteins with high
spatial resolution on a substrate will be discussed.
For comprehensive reviews on the use of lithogra-
phy technologies to pattern proteins on the micro
and nanoscale domain, readers can refer to review
articles by Blawas and Reichert (224), Kane et al.
(225), and Christman et al. (223).

4.3.1 Physical Adsorption

Similar to the surface binding of DNA, attach-
ing proteins to a surface can be approached by
either physical adsorption or chemically binding,
which is achieved via specific surface chemistry
or ligand-pair binding. In the case of physical
adsorption, proteins, due to their multivalent na-
ture in physiological conditions, can attach to sur-
faces that possess surface charges through electro-
static, hydrophobic, or van der Waals’ interactions
(224). These physical interactions are the main
cause for non-specific binding. Therefore, in or-
der for high specificity protein patterning to occur
in the case where each element possess opposite
charges, an intermediate layer (e.g., poly(ethylene
glycol) (226)) must exist to shield the charges
from each other, thereby preventing non-specific
physical interactions. The patterning of this inter-
mediate layer centers on leaving portions of the
surface exposed, which allow for protein attach-
ment. For example, Wong et al. recently devel-
oped a technique based on capillary force lithog-
raphy (227) to pattern a self-assembled monolayer
of poly(ethylene glycol) on a Si/SiO2 surface for
specific protein patterning (228). The resultant
patterning has been utilized for supporting actin
polymerization from the patterned locations (229,
230).

For the case where the proteins and the surface
possess the same charge, patterning of the pro-
teins can be achieved by first patterning an in-
termediate layer which possesses the opposite
charge. The proteins can then be attached to
the intermediate layer electrostatically. For ex-
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ample, Yokokawa et al. has devised a method
combining soft lithography with microfluidics to
achieve specific patterning of microtubules on a
glass surface (231). In this approach, arrays of mi-
crofluidic channels (10 – 100μm wide and 50μm
depth) were fabricated using a PDMS molding
technique. After the PDMS mold was created,
it was then attached to a glass surface. Sub-
sequently, a Poly-L-Lysine (PLL) solution was
flowed into the channels. Microtubules, because
of their negative surface charge in physiological
conditions (232), do not have a strong affinity to
the negatively charged glass surface. Therefore,
PLL was used as an adhesion layer between the
microtubules and glass substrate. As a result, mi-
crotubules bound to those areas patterned with
PLL specifically. In this technique, the location
of the microtubules was confined, but the polar-
ity of the “molecular railways”, which dictates the
movement of the molecular motors, was still ran-
domly distributed on the PLL patterns.

Even with the above techniques, non-specific
binding of proteins may still occur (i.e., on non-
patterned areas). One way to circumvent the prob-
lem is to cover up the non-patterned area with a
sacrificial layer and then remove this layer after
the proteins are deposited. For example, Atsuta
et al. have demonstrated the patterning of motor
proteins using a PDMS molding technique (233).
In their work, a perforated PDMS sheet was made
and attached against a glass substrate. A solution
of proteins was then poured into the PDMS sieve.
The number of molecules being patterned is de-
pendent on the size of the sieve, which can be con-
trolled from ∼2μm to ∼10μm. After rinsing the
excessive amount of protein solution, the PDMS
sieve was peeled off within an aqueous environ-
ment. Based on this technique, they have demon-
strated the patterning of arrays of F1-ATPase (a
rotary molecular motor), which were still func-
tional after the patterning.

The previously discussed techniques are based
on soft lithography in conjunction with microflu-
idic approaches. One drawback of such meth-
ods is the fact that multi-layer alignments can
become an issue as more complex structures
are built. For example, if one wants to pat-

tern motor proteins specifically in between pat-
terned electrodes with a tight tolerance, high res-
olution alignment is required. In general, reso-
lution for multi-PDMS alignment can only ap-
proach ∼10μm (234). Therefore, it is desirable
for conventional lithography technology (e.g., op-
tical lithography) to be used to define the “molec-
ular tracks”. Specifically, Yoshida et al. recently
developed a parylene lift-off technique to pattern
cytoskeleton and motor proteins (235). In their
technique, a glass substrate was first coated with
bovine serum albumin (BSA) followed by the de-
position of parylene C polymer. The purpose of
the BSA was to reduce the adhesion between the
polymer and the glass substrate for the purpose of
the subsequent release. Then the parylene C was
lithography defined and etched to bring forth the
patterns. Solutions of cytoskeleton proteins, such
as microtubules, and motor proteins, such as ki-
nesin, were then injected on top of the patterns
and incubated for a period of time. Finally, the
parylene polymer was peeled off and the patterned
proteins remained in the patterned area. This tech-
nique may also be used to specifically create pat-
terns within microfluidic channels due to the con-
formality of the parylene coating.

4.3.2 Surface Chemistry and Ligand-pair Bind-
ing

4.3.2.1. Patterning of Single Type of Protein on
Surfaces

After going through examples of patterning cy-
toskeleton and motor proteins through physi-
cal adsorption, we will shift our focus into the
patterning of proteins through chemical binding
schemes, that are comprised of specific surface
chemistry and ligand-pair binding. In general,
attaching proteins to a surface through chem-
ical means ensures a more stable immobiliza-
tion of the proteins on a surface. For exam-
ple, proteins can specifically bind to a surface
through covalent bonds using bi-functional cross-
linkers (e.g., silane chemistry) that bind to the sur-
face on one-end and to the proteins on the other
(224). In addition, proteins can be linked to a
chemically functionalized surface through high
affinity ligand pairs. A well-known example of
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such ligand pairs is streptavidin/avidin and biotin.
Although the interaction between biotin/avidin-
streptavidin is non-covalent, their bond strengths
are relatively strong. Early single molecule mea-
surements revealed that the unbinding forces for
biotin-streptavidin and biotin-avidin are ∼260pN
and ∼160pN, respectively with rupture lengths of
∼1nm (101, 236). More recent loading rate stud-
ies (237, 238) have produced unbinding force val-
ues for streptavidin/avidin-biotin interactions to
range from 5pN to 170pN for loading rates from
∼1pN/s to 105pN/s (237). As a ball-park value es-
timation using the bond characteristics from these
studies, an interaction energy of ∼6.5kT was cal-
culated. The nature of the bonding is attributed to
the formation of hydrogen bonding networks and
van der Waals’ interactions (239, 240).

To utilize these interactions for anchoring pro-
teins on a surface, one approach is to function-
alize the surface with specific chemicals that can
be activated through external energy excitation
(e.g., chemical (241), photon (242) or electron
(230, 243)). After the surface functionalization,
biotin/biotinylated compounds can be attached to
these activated surfaces. Streptavidin/avidin is
added as an intermediate binding layer on top of
the biotin/biotinylated compounds. Then the pro-
teins that are modified with biotin (or so called bi-
otinylated proteins) can be attached to this strepta-
vidin/avidin intermediate layer to achieve specific
binding (230, 243, 244). For example, Christman
et al. have developed a technique based on opti-
cal lithography to generate two-dimensional pro-
tein patterns utilizing photo- and pH-responsive
polymers. The activation of the polymer gener-
ated aldehyde functional groups, which can sub-
sequently be used to attach proteins through bi-
otin/streptavidin interactions (242, 245) (see Fig-
ure 15).

Along the same vein, chemical functionalized
surfaces have been utilized for the patterning of
cytoskeleton and motor proteins via streptavidin
and biotin interactions. For example, Romet-
Lemonne et al. have devised a method to pattern
kinesin motor molecules on the sidewall of a mi-
crofabricated chamber for the end goal of mim-
icking cellular mitotic processes (241). In their
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Figure 15: 2D protein patterning through optical
lithography. (A) Process flow showing the surface
functional groups activation by deep UV light and
the subsequent protein attachment. (B) Red flu-
orescent streptavidin was patterned to locations
of UV exposure after incubation of a biotiny-
lated aldehyde reactive probe. Scale bar, 25μm.
(Reprinted by permission from American Chem-
ical Society: K.L. Christman & H.D. Maynard,
Langmuir, 2005, 21:8389-8393, copyright 2005)

approach, gold metal lines were patterned on the
sidewalls of a channel. Self-assembled mono-
layers of chemical functionalized thiols were de-
posited on the gold metal lines and subsequently
functionalized with biotin. Multi-layers of pro-
teins (e.g., bovine serum albumin) were then at-
tached to the functionalized surface through a se-
ries of streptavidin and biotin interactions as dis-
cussed. These intermediate layers of proteins
were added to enhance the motor functions. Fi-
nally, biotinylated kinesins were attached to these
intermediate layers of proteins. The kinesins were
proven to support the transportation of micro-
tubules along the sidewall of the microfabricated
chamber after these patterning steps.

In the above examples, although the physical lo-
cations of the proteins are specifically defined, the
orientations of the proteins cannot be precisely
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controlled. As discussed, certain proteins, such as
actin and tubulin, have functional polarities and
the ability to define their orientation as well as
their physical location on a surface ensures the
desired directional assembly. Fortunately, those
proteins, such as actin, have associative proteins
(i.e., actin-binding proteins) that can be used to
define their functional orientation. By patterning
these associative proteins, the functional orienta-
tion of the respective proteins can be controlled
accordingly. For example, Huang et al. (244), and
Brough and Christman et al. (230) have individ-
ually demonstrated patterned growth of F-actin
with controlled functional polarity through the
use of gelsolin on the microscale and nanoscale
domains, respectively. In the work of Huang
et al. (244), a self-assembled monolayer of
methyl-terminated 1-octadecanethiol and amine-
terminated cysteamine was deposited onto a thin
layer of gold-covered glass through microcontact
printing, which was subsequently treated with bi-
otinylated compounds. The biotinylated gelsolin-
actin complexes were then bound to the mi-
croscale patterned surface through an intermedi-
ate streptavidin layer. Using a different surface
functionalization scheme via the use of electron
beam lithography, Brough and Christman et al.
have demonstrated controlled growth of F-actin
down to the single filament level on a nanopat-
terned surface (230) (see Figure 16). Together
with the ability to pattern cytoskeleton proteins in
two-dimensional space, the above demonstrations
have moved one step closer to the possibility of
building true three-dimensional structures utiliz-
ing cytoskeleton proteins.

4.3.2.2. Patterning of Multiple Types of Proteins
on Surfaces

For the examples discussed thus far, only one type
of protein can be patterned on a surface. The
ability to pattern multiple functional proteins on
a surface at the cellular or sub-cellular length
scale allows different biological or mechanical
properties to be explored (246). For example,
two types of motor proteins within the same mo-
tor family that are patterned in close proximity,
may be exploited for higher ordered mechanical
functions (e.g., bidirectional transportation) (247,

Figure 16: Optical fluorescence image showing
the surface-initiated growth of F-actin from elec-
tron beam lithography defined nanoscale patterns
(i.e., concentric circles). Inset showing a SEM
image of a free-standing surface-initiated growth
of single F-actin. Scale bar, 500nm (229, 230)

248). Lithography technologies, such as opti-
cal lithography (249, 250), dip-pen lithography
(251), and soft lithography (252), have been uti-
lized to define two or more types of proteins (or
the same protein with different fluorescent labels)
on the micro and nanoscale.

Clearly, it will be advantageous if we can make
use of the conventional MEMS/nanofabrication
technologies (e.g., optical lithography and elec-
tron beam lithography) to pattern multiple pro-
teins in the same way as done for silicon based
processing. To achieve this purpose, under-
standing the biocompatibility of the chemicals
used in conventional MEMS/nanofabrication is
paramount. In particular, Verma et al. have car-
ried out systematic studies on the effects of con-
ventional micro- and nanofabrication processing
chemicals and resists on the functionality of ca-
sein, kinesin, and microtubules through motil-
ity assays (253). They found that casein and
kinesin are tolerant to most of the processing
chemicals examined (e.g., organic solvents: iso-
propanol alcohol (IPA) and acetone; developers:
methyl isobutyl ketone (MIBK) and tetramethy-
lammonium hydroxide (TMAH)), while micro-
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tubules are only stable in diluted organic sol-
vents. Additionally, they found that UV light
exposure (source: mercury lamp, power out-
put density: 12mW/cm2) for 10 min or shorter
does not affect the functionality of the kinesin
motors. However, more thorough investigations
are required before we can utilize conventional
MEMS/nanofabrication technologies to pattern
multiple types of cytoskeleton and motor proteins
on a surface.

The use of a non-lithographic approach to achieve
multiple protein patterning has recently been in-
vestigated as well. A new technique called
diffusion-limited patterning (DLP) (254) has
demonstrated the concept of patterning multiple
proteins inside a confined nanofluidic environ-
ment through molecular diffusion. Before we
continue the discussion on this specific type of
patterning technology, the fundamentals of diffu-
sion is presented to gain better insight. From the
molecular viewpoint of diffusion, each individual
molecule in solution has a certain amount of ther-
mal energy (i.e., kT ) which translates into kinetic
motion. In a solution where the solute and solvent
molecules co-exist, the thermal agitation causes
the solute molecules bombarding constantly by
the surrounding solvent molecules, resulting in ir-
regular and random motion known as Brownian
motion. The diffusion path for a molecule travel-
ing due to this random motion can be represented
by (255),

Δ2 = 2Dτ (11)

where Δ is the square root of the mean of the
square of the displacement of the molecule, D
is the diffusion coefficient, and τ is the time for
which the molecule has traveled.

DLP technology (254) exploits the time-
controlled diffusion of molecular species, which
subsequently react and attach on the functional-
ized surfaces of a fluidic channel. The molecules
can only access the surface/substrate through the
entrance of the channels and the reaction between
the molecules and the surface is irreversible (e.g.,
streptavidin-biotin interactions) such that once
the molecules are bound to the surface, they will
not be detached. For example, assume that there

are three types of molecules, A, B and C, that
have been functionalized in a way such that they
will bind specifically to the functionalized surface
of micro/nanofluidic channels. First, molecule A
is allowed to diffuse into the channel due to the
established concentration gradient which results
in it coating the surface. By monitoring the time
of diffusion (see Equation 11), the total coverage
of molecule A can be controlled. Molecule B is
then allowed to diffuse into the same channel.
Since the entrance portion of the channel is
already coated with molecule A, molecule B
cannot interact with the surface and consequently,
molecule B must be allowed to diffuse further
downstream until it finds a location where surface
functionalization can occur. This process is
then repeated for molecule C. By doing so,
multiple molecular components can be patterned
on the side walls of the channel and on the solid
substrate (see Figure 17).

(A)

(B)

Figure 17: Diffusion limited patterning inside
nanofluidic channels. (A) Schematic showing the
concept of DLP. (B) DLP with unlabeled and flu-
orescently labeled streptavidin. Channel design,
concentrations of the streptavidin and time dura-
tions for each step are as follows: (a) channel
design I, 1mg/ml, 5 min (b) channel design II,
1mg/ml, 2 min, (c) channel design I, 100μg/ml,
10min, (d) channel design II, 100μg/ml, 10min.
Scale bar, 20μm. (Reprinted by permission from
American Chemical Society: Karnik et al., Nano
Lett., 2006, 6: 1735-1740, copyright 2006)
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Unlike the simple diffusion of molecules, the dif-
fusion constant (see Equation 11) for this type
of diffusion-reaction system is a function of the
channel geometry, surface density of the bind-
ing molecules, and the concentration and diffu-
sion constants of the diffusing molecular species.
In addition, the resolution of the DLP technique
can be controlled by channel geometry, associa-
tion rate constant of the binding reaction, diffu-
sivity of the molecules, and the surface binding
density. Karnik et al. achieved patterning resolu-
tion of ∼1μm in a nanofluidic channel (∼35nm
high, 3.5μm wide and 120μm long) using this
DLP technique (254). The time scale of the
DLP is a function of the diffusion constant of the
molecules, the channel geometries, surface bind-
ing density, and concentration of the molecules
at the entrance of the channel. According to the
experimental data provided by Karnik et al., the
time scale required to pattern 1mg/ml of strep-
tavidin into ∼25μm of a nanofluidic channel is
∼30min. This technology can potentially be use-
ful for the patterning of multiple cytoskeleton and
motor proteins in a confined area.

So far we have discussed how natural molecular
components can be immobilized on a surface with
high specificity through either physical confine-
ment or chemical binding. As discussed earlier in
Section 2, the self-assembly process of these nat-
ural molecular components are dictated by short-
range forces whose effective ranges are less than
100nm. In order to initiate any form of self assem-
bly process on a binding surface, these molecu-
lar components need to be transported from a far-
field region to a region close to the binding surface
for the short-range forces to take over. In the next
section, we will discuss the technologies that are
capable to transport the molecules from the bulk
fluid to the surface binding area for the initiation
of self-assembling process.

5 Technologies for Fluidic Manipulation and
Molecular Transportation

Effective construction of molecular components
at pre-defined locations relies on the active trans-
port of molecular components from a bulk fluid to
a desired specific binding location on a solid sur-

face. In the previous section, we have discussed
some of the available technologies for the pattern-
ing of molecular components on a solid surface.
Now we are ready to study how molecular compo-
nents can be transported and spatially distributed
in an active and controlled manner. Specifically,
we will study two different types of transporta-
tion mechanisms: namely bulk molecular trans-
portation through electrokinetic forces and single
molecular transportation through the use of cy-
toskeleton and motor proteins.

5.1 Bulk Molecular Transport by Electroki-
netic Forces

Bulk molecular transport by pure diffusion is uni-
directional (i.e., from high concentration to low
concentration) which means it will be difficult to
manipulate and maintain the spatial distribution
of the molecules (or local concentration) inside a
liquid medium. The control of the spatial distri-
bution of molecules is beneficial in guiding the
self-assembly process to occur at pre-defined lo-
cations. However, diffusion alone will not be opti-
mally effective in achieving this purpose. On the
other hand, electrokinetic force fields have been
shown to have the ability to generate short range
forces (for particle manipulation) and long range
forces (for bulk fluidic manipulation) by simply
changing the operating parameters of the elec-
tric fields. Consequently, their abilities to control
the spatial distribution of molecules in bulk fluids
have been widely employed in various micro/nano
engineering systems. In the following section,
we will briefly review the theoretical background
for some of these electrokinetic forces, followed
by samples of recent developments utilizing these
force fields for engineering applications.

5.1.1 DC Electrokinetics

5.1.1.1. Electrophoresis and Electroosmosis -
Theory

Electrokinetic-based manipulation can be broadly
categorized into DC electrokinetics and AC elec-
trokinetics. Electrophoresis and electro-osmosis
are examples of DC electrokinetics. The physi-
cal phenomenon known as electrophoresis occurs
when a DC electric potential is applied, causing
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charged molecules to move, according to their po-
larity, in the direction of the electric field. The
force,�Fe, exerted on the charged molecules under
the influence of the electric field, �E, can be ex-
pressed as,

�Fe = q�E (12)

where q is the charge of the molecules. Equa-
tion (12) indicates that the force generated on
positively-charged molecules will be in the same
direction as the applied electric field, which
means that these molecules will migrate towards
the negative electrode. On the other hand, electro-
osmosis is the physical phenomenon where
charged molecules at the solid-liquid interface
move under the influence of an electric field.
This results in the translation of neutral molecules
(or solvent molecules) by viscous drag and ini-
tiates bulk fluid motion. The formation of the
charged molecules at the solid-liquid interface, or
so called diffuse electric double layer, is there-
fore the driving force behind this physical phe-
nomenon. This electric double layer can be
formed through the ionization or dissociation of
surface chemical groups (e.g., at the proper pH of
the medium, the following reactions will occur on
the surface of glass immersed in water, Si-O-H →
Si-O− + H+ or Si-OH + H+ → SiOH+

2 ) and the
absorption of ions from the solution. The charac-
teristic length, or so called Debye length (λ ), of
this double layer can be expressed as (16, 256),

κ =
1
λ

=

√
∑

i

ρ∞iq2
ez2

i

εε0kT
(13)

where ρ∞i is the ionic concentration of ions, i, in
the bulk, qe is the electron charge, and zi is the
valency of the ions. Notice that the Debye length
varies inversely to the ionic concentration of the
medium (i.e., Debye length increases with de-
creasing ionic concentration). Normally the range
of the Debye length is on the order of 1nm up to
100nm depending on the ionic concentration of
solution. On the other hand, it is important to
know the relationship between the electroosmotic
velocity of the bulk flow and the applied electric
field. This can be represented by the Helmholtz-

Smoluchowski equation (256),

VHS = −ζεε0

ν
Ex (14)

where VHS is the electroosmotic velocity, Ex is the
one-dimensional electric field, ν is the viscosity
of the fluid, and ξ is the zeta potential which is
a function of the charge distribution in the dif-
fuse electric double layer. The creation of this
electroosmotic bulk flow can move the embedded
molecules depending on the direction of the elec-
tric field.

5.1.1.2. Electrophoresis and Electroosmosis –
Engineering Applications

The use of electrophoretic and electro-osmotic
force fields to separate molecules and particles in
capillary channels has developed into an impor-
tant analytical technology in the fields of chem-
istry and biology since its first perception in the
early 1980s (257). Pioneering work for the im-
plementation of capillary electrophoresis in mi-
crofluidic channels in the early 1990s (258) has
sparked the interest of scientific communities
to push the technology towards further matura-
tion and closer to the realization of micro-total-
analysis-systems (259-266).

The use of these types of electrokinetic mecha-
nisms exploits the different mobility of molec-
ular species or particles under the influence of
electric fields in a fluid medium for the pur-
pose of molecular separation (see Equation 14).
The molecules/particles can be well separated
into sub-populations based on their own elec-
trophoretic mobility, which can then be trans-
ported or manipulated into different regions of the
fluidic channels (see Figure 18). The use of these
electrokinetic force fields in microfluidic channels
can achieve high resolution size specificity, high
speed, and high throughput separation. For exam-
ple, earlier work on DNA sequencing (267, 268)
has shown that DNA fragments of 70 to 1000bp
can be separated in 120 seconds in a microflu-
idic channel measuring 3.5cm long and ∼100μm
wide (267). Besides DNA molecules, molecu-
lar species such as peptides and proteins (269)
and biological particles such as viruses, bacteria,
and eukaryotic cells (270) have been successfully
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transported and analyzed in these systems. Since
this subject matter is relatively well-studied, in-
terested readers can refer to review articles by
Bousse et al. (271) and Erickson and Li (272) for
the recent developments.
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Figure 18: Capillary electrophoretic movement of
fluorescently-tagged DNA molecules inside a mi-
crofluidic channel

In addition to the use of electrophoresis and
electroosmosis in a microfluidic channel for
bulk molecular transport, researchers have re-
cently investigated the use of electrokinetics in a
nanofluidic channel for the transport of molecular
species. In an ionic medium inside a microflu-
idic channel, charged ions accumulate on the sur-
face while leaving the overall charge in the bulk to
be neutral (since the channel dimension is much
greater than the Debye length). In this case, elec-
tric field manipulation of the ionic species can
only be effective on the surface. However, when
one of the channel dimensions is comparable to
the Debye length (i.e., 1 – 100nm depending on
the ionic conditions of the medium), the electric
field can now be effective not only on the sur-
face, but also in the bulk (within the channel),
which allows direct electric manipulation of the
ionic species. Specifically, Karnik et al. has ex-
ploited this length scale matching of Debye length

(see Equation 13) and the characteristic length of
the nanofluidic channel to create a new type of
transportation mechanism, which was termed as a
nanofluidic transistor (273, 274).

In the work of Karnik et al. (273), two
types of nanofluidic confinements, namely two-
dimensional silicon dioxide nanochannels (30-
40nm height and 1μm wide) and one-dimensional
silicon dioxide nanotubes (10-100nm internal di-
ameter), have been fabricated to exploit the con-
cept of a nanofluidic transistor. Analogous
to a conventional semiconductor transistor, the
nanofluidic device consists of source, gate, and
drain components where the source and drain
components are the microchannel reservoirs for
the molecular/ionic species and the gate compo-
nent consists of the nanofluidic confinements with
external bias control through the silicon dioxide
dielectric layer. Without a bias voltage, the trans-
portation of the molecules is highly contingent
on the ionic concentration due to its influence on
the Debye length (see Equation 13). For exam-
ple, when a negatively charged dye was intro-
duced into the confinement, the fluorescence in-
tensity at low salt concentrations was one-tenth
of that at high salt concentrations (owing to the
pH insensitivity of the dye, there is a direct cor-
relation between the amount of dye molecules
to fluorescence intensity). With the appropriate
bias voltages (both on the gate, source and drain),
molecules such as ions and 30-base ssDNA can
successfully pass through the confinement at a
controlled concentration.

Upon the successful demonstration of electro-
static control of ions and DNA molecules using
the nanofluidic transistor, the same research group
has recently achieved the transport of proteins
(i.e., avidin) using a modified nanofluidic transis-
tor (274) (See Figure 19). Together, the nanoflu-
idic transistor will be a useful technology to reg-
ulate and transport molecular components to the
desired region on a substrate with high temporal
and spatial control.

5.1.2 AC Electrokinetics

5.1.2.1. Dielectrophoresis – Theory

Thus far we have discussed the manipulation of
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Figure 19: A nanofluidic transistor for molecu-
lar transport. (a) Schematic showing the diffusion
of the avidin when the transistor is switched on
without bias between the microchannels. (b) Flu-
orescence images corresponding to (a). (c) Mi-
crograph of a nanofluidic transistor. Scale bar,
10μm. (Reprinted with permission from Karnik
et al., Appl. Phy. Lett., 2006, 88:123114, Copy-
right 2006, American Institute of Physics)

charged molecules by DC electric fields in a liquid
medium through electrophoresis and the induc-
tion of one dimensional bulk fluid flow through
electroosmosis. Similar effects can be obtained
by using AC electric fields. For instance, in-
stead of being restricted to only moving charged
molecules, neutral molecules in a liquid medium
can be manipulated through dielectrophoresis.
Simply put, dielectrophoresis is the movement
of polarizable molecules under inhomogeneous
electric fields (275). According to this definition,
the effect of dielectrophoresis can be applied to
both AC and DC electric fields as long as the elec-
tric field is spatially non-uniformly distributed.
The dielectrophoretic (DEP) force, �FDEP, acting
on a molecule can be represented by the follow-
ing equation,

�FDEP = (�P ·∇)�E (15)

where �P is the dipole moment of the molecule
and ∇ is the gradient operator. If the molecule is
spherically shaped, with radius a, Equation (15)
can be further expressed into the following equa-
tion,

�FDEP = 2πa3ε2Re[K(ω)]∇
∣∣∣�E∣∣∣2

(16)

where Re[K(ω)] is the real part of the frequency
dependent Clausius-Mossotti factor, K(ω) =
ε1−ε2
ε1+2ε2

, where ε1 and ε2 are the permittivities
of the molecule and the medium, respectively.
Re[K(ω)] lies between 1 and -0.5 for spherical
particles (276). From Equation (16), it is obvious
that the dielectrophoretic force is frequency and
volume dependent; the latter caused by the fact
that the force scales with the cube of the charac-
teristic body length.

5.1.2.2. Dielectrophoresis – Engineering Appli-
cations

Depending on the applied AC frequency and the
dielectric properties of the embedded particles
and the fluid medium, the DEP force acting on
particles can be either positive (i.e., particles get
attracted to high electric field gradient) or neg-
ative (i.e., particles get repelled from high elec-
tric field gradient). If the particles are close to
the electrode, positive DEP force results in their
immobilization on the electrode edge. On the
other hand, negative DEP force results in spe-
cific confinement of particles in a region away
from the electrode edge. DEP manipulation has
shown to be applicable for a wide range of parti-
cle sizes, from around 10μm down to sub-20nm.
For example, microscale entities, such as cells
(277-279), or nanoscale entities, such as carbon
nanotubes (CNT) (280-285), proteins (286, 287),
DNA (288), and viruses (289) have been immobi-
lized on the edges of electrodes by positive DEP
force or through the use of electric potential traps
made with negative DEP force. Length scale
matching between electrode and particles is the
key to dictating the quantity of particles collected.
For example, the use of microelectrodes generally
results in the collection of bundles of nanoscale
entities (283), whereas the use of nanoscale elec-
trodes ensures the collection of single nanoscale
entities (282, 286, 290). As a note, the lower
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limit for the particle size that can be manipulated
by DEP force is dictated by the thermal random-
ization energy, kT . However, the effectiveness of
DEP on the particle size limit is still under exper-
imental investigation (291).

Apart from utilizing positive or negative DEP in-
dividually, they can be used together for parti-
cle separation. A celebrated example is the sep-
aration of metallic single-walled CNT from the
ones with semi-conducting properties in a suspen-
sion performed by Krupke et al. (292). Inciden-
tally, this work solves a long standing problem
that stems from the inability to separate different
types of CNT during their synthesis. The con-
cept is to exploit the “crossover” AC frequency
where positive and negative DEP forces act on
the individual CNT with different dielectric prop-
erties. In the work of Krupke et al., a drop of
CNT suspension with both semi-conducting and
metallic CNT was deposited on a chip featuring
an interdigitated electrode array operating at an
AC voltage of 10V peak-to-peak at 10MHz. The
metallic CNT, which experiences positive DEP
forces, is attracted towards the electrode leav-
ing the semi-conducting CNT, which experiences
negative DEP forces, in the liquid suspension.

In addition, the combinatorial use of microfluidics
and DEP can achieve sorting and separation of
particles in the bulk fluid. A technique called
dielectrophoresis field-flow-fractionation (DEP-
FFF) exploits the nature of DEP on dielectric
particles in conjunction with microfluidic flow,
to achieve particle separation (293). In a flu-
idic channel with planar electrodes on the sur-
face, DEP-FFF utilizes the fact that particles with
different dielectric properties experience different
amounts of DEP force. This results in different
levitation heights of the particles along the ver-
tical direction of the channel, enabling the parti-
cles to be moved at different velocities due to the
parabolic flow profile that develops in a pressure-
driven flow inside the channel. This technique
has been successfully applied for cell separation
applications (294) and more recently on the sep-
aration of metallic and semi-conducting single-
walled CNT (295).

Instead of using “physical” electrodes to generate

inhomogeneous electric fields, Chiou et al. have
recently developed a novel particle manipulation
and transportation technology, termed optoelec-
tronic tweezers (OET) (296). Through the use of a
photoconductive material, light-induced DEP re-
sults by creating “virtual” electrodes on the sur-
face (296) (see Figure 20). Conventionally, mi-
crofluidic chips with integrated electrodes have
fixed the locations where inhomogeneous elec-
tric fields can be generated (i.e., where the elec-
trodes are located). OET technology allows the
“virtual” electrodes to be actively placed and al-
tered anywhere on a substrate for the generation
of inhomogeneous electric fields to achieve parti-
cle manipulation. Since the technology relies on
optical image projection to activate the photocon-
ductive surface, the ultimate resolution of the vir-
tual electrodes is dictated by the optical diffrac-
tion limit. The power consumption of the OET
system is 100,000 times lower than that used in
optical tweezers. In addition, creation of 15,000
DEP traps across an area of 1.3 × 1.0mm2 for
single particle (diameter∼4.5μm) manipulation
was demonstrated (see Figure 20). With such a
high resolution (i.e., 1.52μm/pixel for the system
demonstrated) and high throughput, this technol-
ogy will be an attractive tool for parallel manipu-
lation of microfabricated structures for device in-
tegration.

Figure 20: Particle manipulation and trans-
portation by optoelectronic tweezers (OET).
(Reprinted by permission from Macmillian Pub-
lishers Ltd: Chiou et al., Nature, 2005, 436: 370-
372, copyright 2005)

5.1.2.3. AC Electroomosis – Theory
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In addition to manipulating particles by AC elec-
tric fields, bulk fluidic motion can also be induced.
Similar to the induction of one-dimensional fluid
flow by electroosmosis, three-dimensional bulk
fluid motion can be induced in a similar fash-
ion by using AC electric fields, or so called AC
electroosmosis. Although AC electroosmosis is
a newly identified phenomenon, recent theoreti-
cal and experimental studies have deepened the
understanding of its physical origin (276, 297-
301). In AC electroosmosis, the charging of the
electrode surface is a dynamic process, where the
polarity of the double layer formation alternates
with the frequency of the applied electric potential
(which is known as electrode polarization). The
process of electrode polarization and its interac-
tion with the electric field is the fundamental driv-
ing force behind this phenomenon. To understand
how AC electroosmosis can generate bulk fluidic
motion, consider the moment when an electric po-
tential ±V is applied on two separate planar elec-
trodes. At this point in time, an electric field will
be generated instantaneously and the tangential
components of the electric field near the electrode
surfaces will impart electrophoretic forces (Equa-
tion 12) on the ions present in the electric double
layers, causing them to move in the correspond-
ing directions. When the polarity of the electric
potential is reversed, the tangential components
of the electric field will be reversed. However,
now the charges present on the electrode surface
are of the opposite polarity and therefore the elec-
trophoretic forces imparted on these ions will re-
main in the same direction. This gives rise to a
tangential fluid velocity on the surface and results
in a global fluidic motion (see Figure 21b). The
time averaged AC electroosmotic velocity, Vac, is
given by (297),

Vac =
εε0V 2Ω2

8νz(1+Ω2)2 (17)

where Ω is given by,

Ω = ω
εε0

σ
π
2

zκ (18)

where V is the amplitude of the AC potential,
z is the position, σ is conductivity of the fluid

medium, and κ is defined in Equation (13). Equa-
tion (17) indicates that the time averaged AC
electroosmotic velocity has a square dependency
with the applied AC potential. AC electroosmo-
sis occurs at a lower frequency regime (i.e., up to
500kHz) compared to that of DEP (i.e., on the or-
der of MHz) while still having a larger effective
range (276).

(A) (B)

(C)

Figure 21: AC electroosmotic focusing of
biomolecules. (A) Design of the electrodes. (B)
Schematic showing the formation of AC elec-
troosmotic flow. (C) Time sequence images (in
10s interval, a-f) showing the concentration of
200nm fluorescence particles on the central elec-
trode. (Reprinted by permission from American
Chemical Society: Wong et al., Anal. Chem.,
2004, 76: 6908-6914, copyright 2004)

5.1.2.4. AC Electroomosis – Engineering Appli-
cations

The bulk fluid motion generated by AC electroos-
mosis transports the embedded particles from the
far-field region to the surface of the electrode.
With specifically designed electrode geometries,
AC electroosmosis has been exploited to con-
centrate particles within a localized region (277,
302). Wong et al. has demonstrated a combina-
tion of a circular central electrode together with
a circular ring outer electrode (see Figure 21a) to
generate AC electroosmotic flow to transport bac-
teria (∼ 1 – 2μm) and ssDNA fragments (∼20
bases) to the surface of the electrode. Once there,
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electrophoretic and dielectrophoretic forces trap
the particles on the surface (277) (see Figure 21).
Detailed numerical and experimental analysis on
this particular type of concentrator has recently
been carried out by Bown and Meinhart (303).

Here we have briefly reviewed the most common
types of electrokinetic forces for particle (i.e.,
electrophoresis and DEP) and fluidic (i.e., DC
and AC electroosmosis) manipulation. In gen-
eral, electrokinetic effects are a non-trivial phe-
nomenon. Most of the time, the resultant parti-
cle/fluidic manipulations originate from a com-
bined effect of AC and DC electrokinetics (277,
302, 304, 305). More in-depth studies on the
fundamentals of electrokinetics phenomenon can
be referred to an excellent book by Morgan and
Green (306) and review articles by Ramos et al.
(276) and Hughes (307). For the current devel-
opment of electrokinetics for engineering appli-
cations, readers can refer to recent review articles
by Wong et al. (308), Burke (291), and Voldman
(309).

5.2 Single Molecular Transport by Cytoskele-
ton and Motor Proteins

Shifting focus away from bulk molecular trans-
port through electrokinetic forces, we now look
into a new class of transportation mechanism
which exploits cytoskeleton and motor proteins
as the active transportation facilitator. This re-
cently developed technology has garnered atten-
tion in the field of MEMS and nanotechnology for
a few reasons. Firstly, motor proteins, such as ki-
nesin and myosin, can move with a step size on
the order of 10nm, which means transportation on
the molecular scale is feasible. Secondly, these
molecular motors are powered using ATP in solu-
tion as an energy source, which makes them an at-
tractive choice within micro/nano-total-analysis-
systems. Thirdly, well-established surface chem-
istry and genetic engineering allows the modifica-
tion of cytoskeleton and motor proteins as well as
the working solid substrate for specific patterning
of biological entities. Finally, the structures and
the functionalities of some of the cytoskeleton and
motor proteins are relatively well-studied, which
allows for their utilization for different types of

mechanical tasks. In the following, we will briefly
review the recent development of the active trans-
portation of molecular species using this newly
developed approach.

Early research on the mechanical properties of cy-
toskeleton filamentous structures inside microfab-
ricated channel (135) have pioneered the use of
microfabrication technologies to confine or pat-
tern the cytoskeleton and motor proteins for active
transportation of substances. The grand vision is
to utilize those biological entities to load, trans-
port, deliver and eventually assemble the molec-
ular components in specific locations (310). To
achieve this goal, a few hurdles need to be ad-
dressed. Primary to these challenges is the orien-
tation control of the microfilaments to achieve di-
rectional transportation of cargo, patterning, and
integration of the cytoskeleton and motor pro-
teins. Also, external control of the motor proteins
to eventually achieve an automated nanoscale
transportation system remains critical. In the fol-
lowing, we will sample through some of the re-
cent developments on this subject matter.

5.2.1 Cytoskeleton Proteins as “Molecular
Railways”

Utilizing cytoskeleton and motor proteins as an
active transportation method can commonly be
approached in three different ways. The first ap-
proach is to immobilize the microfilament struc-
tures on the substrate so that the motor molecules
can “walk” on these “molecular railways” (311).
The second approach is to immobilize the motor
proteins onto a substrate and then allow the mi-
crofilament structures to be transported over the
motor proteins (232, 310, 312-314). The last ap-
proach is an extension of the second approach,
where the microfilament structures are further im-
mobilized on the motor proteins by cross-linking
agents or irradiation. Additional motor proteins
that carry the cargo can then “walk” along the im-
mobilized tracks (315).

5.2.2 Controlling the Trajectory of Motor Pro-
tein Motion

Generally speaking, unidirectional transportation
is not guaranteed in these mechanisms due to
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the randomly scattered functional polarities of the
microfilament structures on the surface. To en-
sure transport unidirectionality, Yokokawa et al.
has shown that using microfluidic pulse injec-
tion in conjunction with continuous flow of ATP,
can align randomly oriented microtubules on ki-
nesin along the flow direction at a yield of about
95% (315). After the re-orientation of the micro-
tubules, a cross-linking agent, such as glutaralde-
hyde, was added to the kinesins and microtubules
to fix the orientation of the microtubules to be-
come fixed. Beads coated with kinesin molecular
motors were then moved along these re-orientated
microtubules unidirectionally (i.e., the 3rd ap-
proach). The re-orientation technique has proven
to work in both simple flow cells and PDMS mi-
crofluidic channels.

Along that same vein, directed movement of the
microfilament structures can be passively dic-
tated by microfluidic channel geometries (314)
or actively controlled by external force fields
(232, 316). In these studies, microtubules
were exploited as “molecular shuttles” that were
propelled by underlying, surface-bound kinesin
molecular motors (i.e., the 2nd approach). For
instance, Clemmens et al. designed three differ-
ent types of microfluidic channel geometries (i.e.,
crossing junctions, reflector junctions, and spiral)
to study the motion of “molecular shuttles” (314).
In general, microtubules follow the guided path-
way of the channel sidewalls (314, 317). Without
the effect of the sidewalls, microtubules will tend
to transport along their original pathway without
deviating from their original path (i.e., laterally
deviation of ∼0.25μm for 5μm traveling distance
(314, 317)). Specifically, in a reflector junction
(i.e., short segment of closed-ended channel), mi-
crotubules will bend and reverse their path of mo-
tion completely. This demonstrated directional
control of the microtubules since regardless of the
initial polarity of the microtubules, all will even-
tually move in the same direction after being “re-
flected” by the junction (similar effects can be
obtained for arrow-shape microchannel structures
(316, 318)).

On the other hand, controlling the motion path-
ways of microfilament structures through external

force fields has been studied. Specifically, elec-
tric fields have been exploited to actively steer the
motion of microtubules (232, 316). The concept
exploits the charged nature of microtubules un-
der physiological conditions (e.g., charges ∼12 ±
2e− per tubulin dimer was estimated in the ex-
periments performed by van den Heuvel et al.,
(232)). When the leading end of a microtubule is
not bound to a kinesin motor, it will only be influ-
enced by Brownian motion and therefore recep-
tive to an electric field that can dictate its move-
ment. The degree of the bending of the leading
end is an interplay between the local electric field
strength and the local flexural rigidity of the mi-
crotubules. As mentioned earlier in Section 3.3,
the flexural rigidity of microtubules is length de-
pendent (up to a certain length) due to its material
anisotropy. By controlling the surface density of
the kinesin motors, the local flexural rigidity of
the microtubules can be adjusted. With an opti-
mal surface density of kinesin motors and external
electric field strength, the leading end of the mi-
crotubule can be bent accordingly for the next ki-
nesin motor to “grab” and change its path of mo-
tion (232, 316).

5.2.3 Switching Motor Proteins “On” and
“Off”

To realize an automated nanoscale transportation
system, the strategy to switch “on” and “off”
motor molecules is required. In the work of
Yokokawa et al., an approach was devised to
achieve such switching of molecules (231). Since
these molecular motors are driven by ATP hydrol-
ysis, they can be activated/deactivated by the ad-
dition of a chemical that can quench ATP. In their
experiments, hexokinase was used to convert ATP
and glucose into ADP and glucose-6-phosphate,
which resulted in the deactivation of the motor
molecules. To reactivate the motor molecules, ex-
cess ATP was added. The response time between
the “on” and “off” states were optimized by con-
trolling the concentrations of the ATP and hex-
okinase, respectively. On the other hand, light-
controlled activation of the motor proteins has
been demonstrated by Hess et al. (312). The con-
cept utilizes a caged-compound to release ATP
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upon the exposure of photon energy. Once the
ATP is released, kinesin motors will be activated.
At the same time, an ATP-consuming enzyme
(e.g., hexokinease) will consume ATP molecules
inside the solution and halt the molecular move-
ment of the kinesin. In this sense, light controlled
activation of molecular motors can be achieved.

5.2.4 Cytoskeleton and Motor Proteins for En-
gineering Functions

While the previous examples have shown how
we can transport molecular cargo using cytoskele-
ton and motor proteins, higher ordered functions,
such as stretching individual DNA molecules in
vitro, have also been demonstrated. Stretching a
DNA molecule to its full length generally requires
an applied force on the order of 10pN (44). Ac-
cordingly, this task cannot be performed by either
single kinesin or myosin motors whose maximum
force outputs are ∼5pN. Diez et al. provided a so-
lution by simply utilizing arrays of kinesin molec-
ular motors functionalized on a surface to gener-
ate collective forces for the stretching (313). In
their work, a simple flow cell was constructed in
which the glass surface was coated with casein to
prevent the denaturation of kinesin, and to prevent
the sticking of the microtubules to the surface.
The kinesin was coated on the surface, followed
by the addition of microtubules with bound DNA
through biotin-streptavidin interactions (see Fig-
ure 22). By lowering the pH to 6.0, one side of the
DNA molecule was anchored on the surface (i.e.,
the bond between the DNA and the surface can
withstand∼160pN (319)), resulting in the stretch-
ing of the DNA molecule upon the movement of
the microtubules. In addition to stretching single
DNA molecules, the path of movement for the mi-
crotubules can be influenced as depicted in Figure
22. This is an important demonstration showing
the utilization of cytoskeleton and motor proteins
in vitro to perform an engineering task such as
DNA stretching.

Thus far, we have presented the properties of nat-
ural molecular components and the technologies
to transport and pattern these molecules specif-
ically on a solid surface. In the next section,
we will look into some specific examples on how

Figure 22: Manipulation of DNA by the inter-
cooperative motion of microtubules and the ki-
nesin. (Reprinted by permission from American
Chemical Society: Diez et al., Nano Lett. 2003,
3:1251-1254, copyright 2003)

some of these molecular components can be uti-
lized and incorporated into top-down fabricated
structures to perform engineering tasks.

6 Examples of Functional Micro and Nano
Devices from Top-down and Bottom-up
Approaches

Propelling static structures with precise mechan-
ical motion requires actuators of matching length
scales for efficient energy coupling (320, 321).
Macroscale actuators enable us to build and move
structures on the order of meters to kilometers.
On the microscale domain, the maturity of MEMS
technology has enabled us to manipulate objects
from the millimeter scale down to the microm-
eter scale through a variety of actuation mech-
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anisms (308, 322-324). On the other hand, the
development of nanoscale actuators for nanoscale
machinery is still in its infancy stage. Cur-
rently, the smallest man-made functional actua-
tor through top-down approaches is on the order
of ∼300nm (i.e., CNT-based electrostatic motor)
(325). Therefore, actuating structures on an even
smaller scale (e.g., sub-100nm domain) with pre-
cise control still remains a tremendous engineer-
ing challenge.

Instead of pushing the manufacturing limit to pro-
duce even smaller engineered actuators, a poten-
tially more fruitful option would involve the uti-
lization of the already optimized molecular tool-
box that has long existed in the nature. For in-
stance, cells, analogous to microscale factories,
contain nanoscale sensors and actuators that drive
our everyday life processes (e.g., cytoskeleton and
motor proteins, in Section 3.3). As we have seen,
each individual biological actuator is on the or-
der of 10nm and can perform a variety of linear
and rotary motions. Taking advantage of these
biological actuators and incorporating them into
top-down fabricated structures results in a new
top-down and bottom-up hybrid manufacturing
paradigm of micro/nano-machineries.

6.1 Propulsion and Transportation of Mi-
croscale Structures by Single Natural
Molecular Motors

Broadly speaking, there are two different types
of biological molecular motors that operate on
the intra-cellular level, namely linear and ro-
tary motors. As we have described earlier, lin-
ear motors such as kinesin and myosin act as
“molecular transporters” for organelles or trans-
mit forces through microfilament structures, such
as F-actin or microtubules. An example of ro-
tary motors, such as F0F1-adenosine triphosphate
synthase (F0F1-ATPase), which is the “molecu-
lar power generator” that synthesizes ATP needed
to sustain normal metabolic functions and can
be found in the mitochondria and chloroplasts of
animal and plant cells (326). Through genetic
engineering and manipulation of surface chem-
istry (327), these tiny biological entities can be
utilized to propel top-down/bottom-up fabricated

micro/nanoscale structures (328).

Apart from moving molecular components, cy-
toskeleton and motor proteins have proven to
be able to transport top-down fabricated objects
that are thousands of times larger than the motor
molecules themselves. In earlier work performed
by Limberis and Stewart (311), silicon microchips
(10 ×10 × 5μm3) were fabricated and subse-
quently surface functionalized with kinesin mo-
tors (with an estimated maximum packing density
of 105 motors per μm). These microchips were
then transported (at a speed of 800nm/s in satu-
rating ATP) on an amino-silanized glass substrate
with randomly distributed microtubules.

In order to confine the motility range of the motor
molecules (or the transported objects) to achieve
directed transportation, it is necessary to define
specifically the “molecular railways” on the sub-
strate. As mentioned earlier in Section 4.3, mi-
crotubules or F-actin can be patterned specifically
using microfluidic patterning (231) or the pary-
lene lift-off technique (235, 329). In the work
of Yokokawa et al. (231), microbeads (diameter
∼ 320nm) and microstructures (2 × 3 × 2μm3)
were successfully transported by kinesin on pat-
terned microtubules (through microfluidic pat-
terning) at a speed of 476 ± 56nm/s and 308nm/s,
respectively (See Figure 23).

6.2 Microfluidic Pumping by the Synergetic
Effects of Bacterial Flagellar Motors

Swimming in low Reynolds number (Re«1) con-
ditions requires different types of mechanisms
than what we have perceived in the macroscopic
world (330). A well-known example is Es-
cherichia coli (which is also known as E. coli,
whose size is ∼1μm diameter by 2μm long
(331)), whose swimming motion is supported by
asymmetric rotational movement of its flagellar
filaments which are attached to its base (3, 330,
332). The engine that powers the movement of the
filaments is the so-called bacterial flagellar mo-
tor (BFM). The BFM is one of the most power-
ful rotary biological entities known in nature (in
terms of torque generation) (331). With the ra-
dius of the rotor being ∼40nm, it is able to gener-
ate 4000pN·nm of torque near stall and can spin
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4)

5)

6)

Figure 23: Sequences of images (in 10s inter-
val) showing the transportation of a microma-
chined S structure with microtubule-kinesin sys-
tem. (Reprinted with permission from Yokokawa
et al., JMEMS, 2004, 13: 612-619, Copyright
2004, IEEE)

clockwise or counterclockwise at speeds on the
order of 100Hz (331, 333). The motor is powered
through proton movement in an electrochemical
gradient (331, 333). Since all microfluidics and
nanofluidics systems are driven in low Reynolds
number regimes, the use of these natural “swim-
mers” for some engineering applications in mi-
cro/nanofluidics systems appears like a natural
fit. This approach has recently been addressed by
Tung and Kim (334) who have explored the pos-
sibility of using arrays of flagellated bacteria (i.e.,
E. coli) as the driving source for the induction of
fluidic motion inside microfluidic channel.

In the work of Tung and Kim (334), the E. coli
is genetically engineered to feature counterclock-
wise flagella rotation while the flagellar filaments
can also be bound to the glass surface through
non-specific binding. These modifications ensure
the E. coli can be tethered on a glass surface and
rotated in a clockwise sense. The mutated E.
coli are then assembled inside a microfluidic glass
channel fabricated by thermal fusion bonding. To
synchronize the flagellar rotation, hydrodynamic
loading (i.e., controlling the flow rate of the fluid
inside the channel) was employed. Under spe-
cific loading, the authors found that the E. coli
can be aligned to the flow direction momentar-
ily and then be synchronized upon the removal of
the hydrodynamic loading. It has been estimated
that stopping the flagellar rotation requires hydro-
dynamic torque of 3000pN·nm, which was deter-
mined through a numerical simulation. They have
also estimated that the microfluidic device, based
on this hybrid integration, can produce flow rate
up to 0.25nL/min in synchronized operation of the
cells rotating at 10rps.

6.3 Actuation of Micro-cantilever by Syn-
ergetic Effects of Nanoscale Synthetic
Molecular Motors

In addition to using natural molecular motors
for actuation, synthetic chemists have created a
new class of mechanically interlocked synthetic
molecules, such as rotaxanes, which can be used
to mimic the behavior of natural muscle (335).
Rotaxanes consist of a dumbbell-shaped compo-
nent, which features one or more recognition sites
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along the rod section and is terminated by bulky
“stopper”-like structures (22). In between the
stoppers, there are one or more ring-shaped com-
ponents encircling the recognition sites. The ring-
shaped components can be controllably switched
back and forth from one recognition site to the
other through chemical, electrochemical, or pho-
tochemical stimulus in solution (22), or electri-
cal (336) or photon (337) excitation on a solid
substrate. The molecule has proven to be able
to perform mechanical switching in either a so-
lution phase (22) or in a condensed form on a
solid substrate (338, 339). The latter proof is a
pre-requisite for the realization of any solid-state
devices utilizing these synthetic molecules (336,
340). In particular, the mechanical properties of
[2]rotaxane molecules have recently been studied
through single molecule force spectroscopy. The
results revealed that the repulsive electrostatic in-
teraction energy responsible for the molecular
actuation is ∼65kcal/mol (or ∼0.45nN·nm per
molecule) (341). With the actuation distance of
∼1.4nm (335), a constant average actuation force
of ∼320pN is calculated. While this number is
only a crude estimation, it remains two orders
of magnitude higher than the maximum actua-
tion force generated by natural molecular mo-
tors (e.g., the stall forces that myosin and ki-
nesin can generate are ∼5pN). The high con-
trollability and impressive mechanical actuation
force output are one of the reasons why rotaxane
molecules have garnered recent attention for mi-
cro/nanomechanical systems.

Utilizing synthetic molecules to perform
macroscale work (337) or actuate microscale
structures (340) has only recently been demon-
strated. For example, Huang et al. recently
demonstrated a self-assembled monolayer of
[3]rotaxane molecules can be used to actuate
a top-down fabricated micro-cantilever beam
(500μm × 100μm × 1μm) (340). The [3]ro-
taxane molecule used had two ring-shaped
components encircling a single dumbbell fea-
turing two pairs of recognition sites. Each
ring-shaped component featured the ability to
switch back and forth from one recognition site
to the other while covalently bound to the upper

(A)

(B)

Figure 24: Actuation of micro-cantilever beams
by synthetic molecular linear motors. (A)
Conceptual representation showing the actua-
tion mechanism. (B) Reversible bending of
four micro-cantilever beams actuated by synthetic
molecular linear motors. (Reprinted with permis-
sion from Huang et al., Appl. Phy. Lett., 2004,
85:5391 - 5393, Copyright 2004, American Insti-
tute of Physics)

surface of the cantilever (see Figure 24A). The
dimensions of a [3]rotaxane molecule is ∼1nm
× 8.5nm × 1nm with a center-to-center distance
in-between the recognition sites of 4.2nm, as-
suming the molecule is fully stretched (335).
During the actuation, the inter-ring distance
can shorten from 4.2nm to 1.4nm (335). The
actuation distance is 35% of the length of the
molecule. The control of the ring movement
within the molecules was triggered by oxidation
and reduction reactions. For example, in the
presence of an oxidizing environment, the rings
will move towards each other creating stress on
the upper cantilever surface (which corresponds
to upward beam bending). When returned to
a neutral state through the introduction of a
reducing agent, the rings move back to their
ground state (corresponding to the beam relaxed
state). The device was able to reversibly bend
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for 25 cycles with a maximum initial bending
amplitude of 35nm (340) (see Figure 24B).
This demonstrated that the cumulative effects of
nanoscale motion by synthetic molecules can be
used to propel microscale structures.

In addition to rotaxanes, other types of synthetic
molecules exist which can potentially be used
in a variety of micro/nanotechnology applica-
tions. For the detailed accounts of these synthetic
molecules, readers can refer to review articles
provided by Balzani et al. (22, 23). In addition,
readers can refer to Browne and Feringa (342) for
the most recent development of synthetic molec-
ular machines for engineering applications.

Thus far, we have seen how molecular and cel-
lular entities (either natural or synthetic) can be
exploited singly or cooperatively to drive top-
down fabricated micro/nano structures. On the
other hand, the human body has proven to be a
long-lived machine (e.g., the life cycles of skele-
tal muscle > 109, which is the longest lasting ac-
tuation material known (343)). This is a perfor-
mance level that engineered systems have yet to
achieve. Incorporating these natural tissues into
engineered structures may provide another di-
mension for a long-lived propulsion mechanism.

6.4 Micro Actuators Powered by Muscle Fibers

Recently, Xi et al. has demonstrated the bottom-
up integration of cardiomyocytes (single cells of
heart muscle) onto a simple microfabricated struc-
ture to perform mechanical motion (344) (see Fig-
ure 25). The main contributions from their work
are the establishment of a protocol to selectively
grow and sustain viable muscle cells on prede-
fined locations on a microfabricated device and at
the same time, ensure strong binding between the
muscle cells and the microstructure for efficient
mechanical energy transmission.

In their device, the MEMS structure was first fab-
ricated through the single-crystal reactive etching
and metallization (SCREAM) process (345) fol-
lowed by its immersion into a solution of poly-
N-isopropylacrylamide (PNIPAAm) in ethanol.
PNIPAAm, which is a thermal responsive poly-
mer, serves as a negative and sacrificial material
to induce selective growth of muscle cells and in

(A) (B) (C)

Figure 25: MEMS actuator powered by self-
assembled muscle. (A) Before muscle contrac-
tion. (B) During muscle contraction. (C) Af-
ter relaxation of the muscle. Scale bar, 100μm
(Reprinted by permission from Macmillian Pub-
lishers Ltd: J. Xi et al., Nat. Mater., 2005, 4:180-
184, copyright 2005)

later steps serves as a release layer for the hybrid
integrated structure. Once dried, the resulting thin
layer of PNIPAAm (16 – 20μm) was then pat-
terned through a shadow mask followed by sub-
sequent deposition of Cr and Au layers on the
MEMS structure. Taking advantage of the se-
lective growth of muscle cells on the gold sur-
face as opposed to the PNIPAAm polymer, the
muscle cells can be self-assembled onto the pat-
terned gold surfaces selectively. To ensure an ef-
ficient energy coupling from the muscle cells to
the micro-structure, a Cr adhesion layer was used
which provides a tight interconnect between the
SiO2 (top layer of the micro-structure) and the
gold surface (where the muscle cell is attached).

Upon the release of the structures, the movement
of the structures is powered by the continuous
contraction and relaxation of the muscle bundles
in the presence of glucose in a physiological liq-
uid medium (see Figure 25). The device was
composed of two legs with dimensions of 138μm
long and 40μm wide. The average stepping fre-
quency of the device was 1.8Hz with average
maximum step size of 25μm. The measured max-
imum speed was 38μm/s. This proof-of-concept
demonstration has laid down a significant foun-
dation for hybrid integration of muscle cells into
MEMS structures and serves as a novel actuation
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mechanism on the microscale domain.

7 Conclusions

With the advancement of MEMS and nanotech-
nology, we are able to manipulate, pattern, and
transport molecules with the precise spatial con-
trol necessary to operate in single molecule
regimes (346). In addition, we have benefited
from scientific studies, both early and recent,
which focused on some of the intricate, natural
molecular components that now allow us to utilize
them in a variety of engineering systems. In this
review, we have discussed the properties of a few
natural molecular components, the technologies
used to guide molecular growth, and those used
to manipulate molecular components in bulk or
as single entities. In addition, we have presented
a few examples of constructing functional me-
chanical devices which combined top-down and
bottom-up fabrication approaches. Despite the
fact that these hybrid integrated mechanical de-
vices are relatively primitive when compared to
nature’s functional structures, the concepts behind
their construction constitute an important demon-
stration as to the use of molecular components,
through guided self-assembly processes in coop-
eration with top-down fabricated structures, to
perform useful work.

Early work that first observed cell motility and
mitosis noted the necessity of highly regulated
temporal and spatial control of cytoskeleton pro-
tein assembly, which has provided insights into
the system’s complex and adaptive device con-
struction. With the ability to regulate the control
mechanisms of molecular component assembly,
hybrid integrated devices with higher-order func-
tionalities are expected. To exert such exacting
control in both the spatial and temporal domains,
creative and combinatorial use of molecular trans-
port, patterning, and self-assembling technologies
appear to be necessary. In addition, nature has
shown us that the cooperative effects of molecu-
lar components are required to sustain a variety
of cellular processes. While some research ef-
forts have focused on utilizing different molecu-
lar components within the same system for col-
lective work (247, 248), this approach for device

construction has yet to be explored. This remains
an interesting and potentially fruitful area of study
towards complex system creation.

As a final note, nature continues to amaze through
the use of simple molecules that form simple com-
ponents. More impressive however is that when
these components interact together, they eventu-
ally produce an adaptive complex system with
emergent properties (e.g., Simple Molecules →
Cells → Tissues → Organs → Human). While
much work must be done before we fully under-
stand the intricate details of these highly nonlin-
ear systems (347), this will not and should not
prohibit the construction of adaptive complex de-
vices. Recently, engineers have demonstrated the
combinatorial use of bio-nano-information tech-
nology to drive cell activity without a complete
comprehension of the complicated network of sig-
nal pathways responsible for driving the cellular
system (348-350). Similar approaches therefore
may allow for the creation of adaptive functional
complex devices despite relative ignorance of the
overriding system parameters. Now that we have
the technology to manipulate entities on a multi-
tude of length scales (i.e., from nanometer-scale
to meter-scale), we have moved a step closer to
achieving one of the eventual goals of building
functional devices that match the complexity and
functionality of naturally evolved systems.
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