# Effects of T-Factor on Quantum Annealing Algorithms for Integer Factoring Problem 

Zhiqi Liu ${ }^{1}$, Shihui Zheng ${ }^{1}$, Xingyu Yan ${ }^{1}$, Ping Pan ${ }^{1,2}$ and Licheng Wang ${ }^{1,3, *}$<br>${ }^{1}$ State Key Laboratory of Networking and Switching Technology, Beijing University of Posts and Telecommunications, Beijing, 100876, China<br>${ }^{2}$ School of Mathematics and Computer Science, Shaanxi University of Technology, Hanzhong, 723000, China<br>${ }^{3}$ School of Cyberspace Science and Technology, Beijing Institute of Technology, Beijing, 100081, China<br>${ }^{*}$ Corresponding Author: Licheng Wang. Email: lcwang@bit.edu.cn

Received: 31 August 2023 Accepted: 10 November 2023 Published: 12 December 2023


#### Abstract

The hardness of the integer factoring problem (IFP) plays a core role in the security of RSA-like cryptosystems that are widely used today. Besides Shor's quantum algorithm that can solve IFP within polynomial time, quantum annealing algorithms (QAA) also manifest certain advantages in factoring integers. In experimental aspects, the reported integers that were successfully factored by using the D-wave QAA platform are much larger than those being factored by using Shor-like quantum algorithms. In this paper, we report some interesting observations about the effects of QAA for solving IFP. More specifically, we introduce a metric, called T-factor that measures the density of occupied qubits to some extent when conducting IFP tasks by using D-wave. We find that T-factor has obvious effects on annealing times for IFP: The larger of T-factor, the quicker of annealing speed. The explanation of this phenomenon is also given.
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## 1 Introduction

The hardness assumption of the integer factorization problem (IFP) [1] is one of the most important cryptographic primitives for modern information security. Based thereon, the well-known RSA cryptosystem [2] as well as its variants [3] are assumed to still be secure and widely used today. In fact, our confidence in this comes from the classical computational complexity for solving IFP. To factor a larger integer $N$, the current fastest classical algorithm is the number field sieve (NFS) method that has sub-exponential complexity with respect to the bit-length of $N$, expressed by $\mathrm{O}\left(\mathrm{e}^{\left.(64 / 9 \log \mathrm{~N})^{1 / 3} \log \log \mathrm{~N}\right)^{2 / 3}}\right)$. According to this formula, an IFP-based cryptosystem with 1024-bit modulus has merely 80-bit security strength. At CRYPTO 2020, a 795-bit number was factored [4], and the previous records were the factorization of RSA-768 in 2009 [5]. Today, to meet a 128-bit security strength for IFP based crytosystems, the suggested modulus bit-length is approximately 3072 [4].
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Even so, our confidence is losing due to the quick development of quantum computation. Theoretically, Shor's quantum algorithm can factor N within polynomial-time complexity. More precisely, to factor N , we need only $\mathrm{O}\left((\log \mathrm{N})^{3}\right)$ quantum operators and $\mathrm{O}(\log \mathrm{N})$ qubits by using Shor's algorithm. But in practice, this theoretical quantum computation complexity is challenged by at least two gaps: One is how to implement quantum gates with (nearly) $100 \%$ fidelity, and the other is how to implement sufficient (say 3072) logical qubits. According to the reported IBM scaling quantum technology, a quantum system with 1 million (physical) qubits could be built in the near future [6]. However, the estimated quantum error correction bits that Shor algorithm will use can reach the order of one million and even one billion [7]. This makes Shor's algorithm require a lot of quantum computing resources when factoring large integers. In the NISQ era Shor algorithm have been shown can only factor integer $\mathrm{N} \leq 100$, i.e., less than 7 bits, in recently reported experiments [8].

Interestingly, the methods of solving IFP by using quantum computers have new developments besides Shor's algorithm. In 2001, Farhi et al. [9] introduced the quantum adiabatic theorem for the first time, and realized the factorization of $\mathrm{N}=143$. In 2018, Jiang et al. [10] used the D-Wave [11] 2000Q platform to improve the multiplication table of the annealing algorithm and successfully factored the number $\mathrm{N}=376,289$ by using 94 logical qubits. Shortly afterward, Peng et al. [12] further advanced Jiang's work by reducing the number of qubits used according to the constraints on the integers to be factored and the number of carrying numbers involved in the multiplication table. In 2020, Wang et al. [13] used a new independent model with 88 qubits to successfully factor $\mathrm{N}=1,028,171$. The D-Wave platform uses qubits as logical nodes on the Chimera graph [14], rather than gate units in the quantum circuits on which Shor's algorithm relies. In 2022, Saida et al. [15] also successfully implemented the quantum annealing factorization of the multiplier Hamiltonian using superconducting flux qubits. The performance of quantum annealing algorithm in NISQ (Noisy Intermediate-Scale Quantum) [16,17] era is quite remarkable. Most recently, it is reported that a 48bit integer was factored by using a classical-quantum hybrid method: Classical Schnorr lattice integer factoring method, plus a superconducting quantum optimization using only 10 qubits [18].

In this work, we would like to report an interesting observation regarding the performance of quantum annealing algorithm (QAA for short) for integer factorization. In the above-mentioned experiments, improvements on the multiplication table are employed to reduce the required qubits. However, in our experiments based on D-Wave platform, we found that the multiplier filling degree (named T-factor) in the QAA algorithm has an observable effect on the performance of the annealing algorithm. In the classical algorithm, the larger the difference between the two multipliers is, the easier the integer is to factorize. However, in the quantum annealing factorization experiment, we conclude that the bigger the difference between the bit-lengths of the two multipliers p and q , the harder for QAA to factor $\mathrm{N}=\mathrm{pq}$. Finally, we try to present our explanation of this observation based on the advantage of quantum tunneling effect in potential energy field.

The structure of this paper is as follows. In Section 2, the background required for this article is presented. The integer factorization and simulated annealing algorithm are briefly introduced, and the advantage of QAA is introduced. In Section 3, the evaluation criteria of algorithm performance are first determined. After the traversal annealing experiment, the processed data are also presented. In Section 4, we propose the concept of T-factor and explain why T-factor affects algorithm performance. In Section 5, through the experimental data, we summarize the indicative role of T-factor in actual integer factorization, the deficiency of T-factor is also discussed.

## 2 Preliminaries

### 2.1 Classical Simulated Annealing

The idea of simulated annealing was introduced into combinatorial optimization algorithm by Kirkpatrick et al. [19] in 1983, it is a stochastic optimization algorithm based on Monte-Carlo iterative solving strategy. The actual operation flow of simulated annealing algorithm is as follows.

Set the initial temperature $T_{0}$, and randomly generate the initial solution $\$ x \_0 \$$, and calculate the corresponding objective function value $\mathrm{E}\left(\mathrm{x}_{0}\right)$. Then, let $\mathrm{T}=\lambda \mathrm{T}, \lambda \in(0,1)$ is the decreasing rate of temperature. A random perturbation is applied to the current $x_{t}$ to produce a new solution $x_{t+1}$ in the neighborhood. The corresponding function value of $\mathrm{x}_{\mathrm{t}+1}$ is $\mathrm{E}\left(\mathrm{x}_{\mathrm{t}+1}\right)$. Calculate $\Delta \mathrm{E}=\mathrm{E}\left(\mathrm{x}_{\mathrm{t}+1}\right)$ $\mathrm{E}\left(\mathrm{x}_{\mathrm{t}}\right)$. Judge whether to accept the new solution according to the Metropolis criterion. If $\Delta \mathrm{E}<0$, accept the current solution; otherwise, judge whether to accept according to probability. The process of perturbation and generation of new solutions is repeated as far as the temperature allows, and finally the algorithm stops when the temperature reaches the termination level.

### 2.2 Quantum Annealing and D-Wave

Quantum annealing is a generic name of quantum algorithms that use quantum-mechanical fluctuations to search for the solution to an optimization problem [20]. The traditional simulated annealing algorithm uses thermodynamics to make the system cross the potential barrier. Quantum annealing algorithm uses quantum tunneling effect to achieve this goal. As in the traditional simulated annealing algorithm with slow cooling, we first set the quantum fluctuation strength to a large value to find the global structure of the solution space. After that we gradually reduce the strength of the fluctuations, hoping to recover the original system in the lowest energy state. Quantum annealing algorithm is a general algorithm, which can be applied to any combinatorial optimization problem.

The evolution of quantum system can be described by the time-varying Schrodinger equation [21]
$\mathrm{i} \frac{\mathrm{h}}{2 \pi} \frac{\partial}{\partial \mathrm{t}}|\Psi(\mathrm{t})>=\mathrm{H}(\mathrm{t})| \Psi(\mathrm{t})>$
and
$\mathrm{H}(\mathrm{t})=\mathrm{H}_{\mathrm{cl}}+\mathrm{H}_{\text {kin }}(\mathrm{t})$
$H_{c l}$ is the potential energy term, and $H_{k i n}(t)$ is the kinetic energy term suitable for the system. When optimization starts, $\mathrm{H}(\mathrm{t})$ has a large initial value, and then it shrinks gradually until it gets down to zero [22]. For the integer factorization problem, we will target function $\mathrm{F}=(\mathrm{N}-\mathrm{pq})^{2}$ mapping to the Hamiltonian of quantum annealing can be, when we find the Hamiltonian of the ground state energy, namely to find the zero solution of the optimization function.

In the D-Wave quantum annealing platform, the gates in the multiplier are converted into a mapping of qubits and couplers. As shown in Fig. 1, the full adder is converted to a yellow pentagonal star, the half adder to a blue square, and the AND gate to a pink triangle. When we fix the output to the integer we need to factorize, the energy ground state of the entire quantum circuit system is determined. The potential energy $\mathrm{H}_{\mathrm{cl}}$ of the system is the difference between the current state and the goal state, and the kinetic energy $\mathrm{H}_{\text {kin }}(\mathrm{t})$ of the system is the current "temperature" provided by the annealing algorithm.

Quantum tunneling effect: In quantum mechanics, we have
$\Delta \mathrm{E} \Delta \mathrm{t} \approx \frac{\overline{\mathrm{h}}}{2}$
where $\Delta \mathrm{E}$ and $\Delta \mathrm{t}$ are the uncertainties of energy and time [23], respectively, and $\overline{\mathrm{h}}$ is the reduced Planck constant. If the uncertainty of time is assumed to be $\Delta \mathrm{t}$, then $\Delta \mathrm{E}=\frac{\overline{\mathrm{h}}}{2 \Delta \mathrm{t}}$. After the particle gets the extra energy $\Delta \mathrm{E}$, if there is $\mathrm{E}+\Delta \mathrm{E}>\mathrm{V}$, the particle can go directly over the barrier to the other region. As shown in Fig. 2, when the annealing algorithm is carried out to the end, a potential energy barrier will be generated between the local and global optimal solutions. The quantum tunneling effect can ignore this barrier, which makes it easier to obtain the global optimal solution.


Figure 1: (a) Shows the transformation of AND gate into quantum circuit state; (b) is the circuit diagram of the classical multiplier; (c) shows the transformation of gate circuit into quantum circuit; (d) shows the quantum circuit diagram after the conversion is completed (Image from the official DWave website)

## 3 Research Methods of Quantum Annealing

### 3.1 Hamiltonian Modeling of the Integer Factorization Problem

We use the quantum annealed integer factorization algorithm provided by D-Wave platform to carry out experiments. The objective function is
$\mathrm{F}=(\mathrm{N}-\mathrm{pq})^{2}$
set $1_{1}=\left\lfloor\log _{2}(\mathrm{p})\right\rfloor+1,1_{2}=\left\lfloor\log _{2}(\mathrm{q})\right\rfloor+1$, respectively. Since any prime number greater than 2 is odd, we can express it as: $\mathrm{p}=\left(\mathrm{x}_{1_{1}} \mathrm{x}_{1_{1}-1} \ldots \mathrm{x}_{1} 1\right)_{2}$ and $\mathrm{q}=\left(\mathrm{x}_{\mathrm{l}_{2}} \mathrm{x}_{\mathrm{x}_{2}-1} \ldots \mathrm{x}_{1} 1\right)_{2}$. The processed integers and the
objective function are put into a constrained bivariate quadratic model, so that the energy of the whole objective function is mapped into a Hamiltonian.


Figure 2: Compared with the conventional simulated annealing algorithm, the quantum annealing algorithm can use the quantum tunneling effect directly to ignore the potential energy barriers to the optimal solution

First, the time-varying Hamiltonian of a quantum system is
$H(t)=\left(1-\frac{t}{T}\right) H_{B}+\frac{t}{T} H_{P}$
where the duration T defines the time scale over which the function runs and controls the rate of change of the Hamiltonian over time. $\mathrm{H}_{\mathrm{B}}$ is the initial Hamiltonian, which defines the x -basis of the i-th qubit using the Pauli operator.
$\mathrm{H}_{\mathrm{B}}=-\sum \sigma_{\mathrm{x}}^{(\mathrm{i})}$
$H_{P}$ is the final Hamiltonian, where the Pauli operator $\sigma_{z}^{(i)}$ defines the z-basis of the i-th qubit, and the local domain $h_{i}$ and the coupling $\mathrm{J}_{\mathrm{ij}}$ together define the problem instance.
$\mathrm{H}_{\mathrm{P}}=-\sum \mathrm{h}_{\mathrm{i}} \sigma_{\mathrm{z}}^{(\mathrm{i})}+\sum \mathrm{J}_{\mathrm{ij}} \sigma_{\mathrm{z}}^{(\mathrm{i})} \sigma_{\mathrm{z}}^{(\mathrm{j})}$
The Ising model [24] is thus established.
Here we further refine the Ising model as shown in Eq. (8). As shown in Fig. 1d, we connect the integer to be decomposed and the set multiplier into the optimized quantum circuit after conversion. The qubits form the local domain $\mathrm{h}_{\mathrm{i}}$, the coupling between the qubits is $\mathrm{J}_{\mathrm{i} j}$, and we are looking for the lowest energy state of this quantum system as a whole.
$H_{\text {ising }}=-\frac{A(s)}{2}\left(\sum_{i} \hat{\sigma}_{x}^{(i)}\right)+\frac{B(s)}{2}\left(\sum_{i} h_{i} \hat{\sigma}_{z}^{(i)}+\sum_{i>j} J_{i j} \hat{\sigma}_{z}^{(i)} \hat{\sigma}_{z}^{(j)}\right)$

- A (s) represents the transverse or tunneling energy. It is equal to $\delta_{q}$, the energy difference between two eigenstates of an rf-SQUID qubit [25] with no externally applied flux.
- B (s) is the energy of the applied and problem Hamiltonian. It is equal to $2 \mathrm{M}_{\mathrm{AFM}} \mathrm{I}_{\mathrm{p}}(\mathrm{s})^{2}$, where $\mathrm{M}_{\text {AFM }}$ denotes the maximum achievable available mutual inductance between flux qubit pairs, and $I_{p}$ is the magnitude of the current flowing in the body of the rf-SQUID loop.


### 3.2 Relationship between Annealing Times and Algorithm Execution Time

The integer factorization procedure of the D-Wave quantum annealing platform allows us to set different numbers of inner loops in the code, which we collectively refer to here as the number of annealing runs. In the annealing algorithm, the number of annealing runs has a linear relationship with the time that the program runs, as shown in Fig. 3.


Figure 3: There is a linear relationship between annealing time and number of annealing runs we can artificially limit the number of annealing runs in order to obtain the best solution performance

Since the number of annealing runs is controllable, the complexity of factorization of an integer will be determined by the number of annealing runs times in this paper. In addition, the annealing algorithm is a random search algorithm [26], and the annealing times can not be measured accurately. Generally, $\mathrm{i}=50,100,200,500,1000$ (times) is used as the annealing number to increase the step size.

### 3.3 Effective Filling of the Multiplier Factor

In the quantum annealing algorithm, we factor integers by defining objective function as $\mathrm{F}=$ $|\mathrm{N}-\mathrm{p} \times \mathrm{q}|$. During the execution of the algorithm, we need to specify the size of the multiplier in advance. When the integer is factored by quantum annealing, it is not guaranteed that we can accurately know the exact range of the two multiplication factors due to the integer factorization. Therefore, in order to make the performance of the algorithm stable, the two multipliers need to have good symmetry, that is, the two multipliers need to be consistent.

However, this leads to a problem, such as $143=11 \times 13$ and $115=5 \times 23$. If we do not know the multiplier, then we cannot determine the specific number of multiplier bits by just looking at the size of the two integers. We can only expand it as much as possible, such as 5 bits. For the latter, this does not seem to be too much of a problem, but for the former, 11 and 13 take up only 4 bits each, which results in the multiplier not being efficiently filled. The annealing algorithm is a search optimization algorithm, and the subsequent experiments show that the empty space does affect the performance of the algorithm.

Definition of the T-factor: Let $1_{m}$ be the number of bits of the multiplier. The ratio of the sum of the binary bits of the multipliers p and q of the integers to be factored to the total binary bits of the
multiplier (twice $\mathrm{l}_{\mathrm{m}}$ ), is the T -factor computed at that time.
$\mathrm{T}(\mathrm{N})=\frac{\left\lceil\log _{2} \mathrm{p}\right\rceil+\left\lceil\log _{2} \mathrm{q}\right\rceil}{2 \times\left(\mathrm{l}_{\mathrm{m}}\right)}$
We plot the T-factor vs. the annealing times required for the decomposition by the experimental results of traversal decomposition for integers up to 5000, which are obtained by multiplying two prime numbers, as shown in Fig. 4.


Figure 4: The relationship between the T-factor and the annealing times when the decomposition integer is within 5000

As shown in Fig. 4, the larger the T-factor, the easier the integer to be factored, and the less number of annealing runs required. We suspect that the reason for this phenomenon may be related to the objective function $\mathrm{F}=|\mathrm{N}-\mathrm{pq}|$ of the quantum annealing algorithm, and the Ising potential energy field generated by this objective function will exert constraint effect on the result.

### 3.4 Traverse Experiment

The result of traversal factorization for suitable integers up to 4096 is shown in Fig. 5, and the effect of the T-factor on the number of anneals required to factorize the integers is shown in Fig. 6.

In the whole annealing process, the number of annealing runs does not simply increase with the increase of the integer but shows a trend of fluctuation. This situation is contrary to the experience summarized in the number theory factorization integer algorithm. Consider the effect of T-factor on factored integers. In Fig. 4, the higher the T-factor, the fewer the number of annealing runs required for integer factorization. The lower the T-factor, the more number of annealing runs required to factor the integer. Figs. 5 and 6 confirm the effect of the T-factor in Section 3.3 on the performance of factored integers.


Figure 5: The relationship between the T-factor and the number of annealing runs of factored integers


Figure 6: The T-factor affects the annealing times Scatter plot (The factorized integer is within 5000)

## 4 Experiment and Results

### 4.1 The Constraint of the Target Function on the Field

We use MATLAB to show the objective function $N=x \times y$. The horizontal and vertical axes, respectively corresponding to the factorization of the multiplier factor $x$ and $y$, the value of the $z$ axis is set to $\mathrm{F}=|\mathrm{N}-\mathrm{xy}|$, therefore, when drawing directly using the absolute value. The trend of field energy is shown in Fig. 7.

In Fig. 7, there is an obvious region $\mathrm{pq}=\mathrm{N}$ with low potential energy in the solution space, which is distributed in bands and is called the potential energy valley. It is obvious that the potential energy valley is very obvious in the solution search interval formed by the 3-bit multiplier. The slope of the potential energy slows down when a 4-bit multiplier is used to factor it. In 5-bit multiplier of potential energy range, potential energy valley almost is difficult to express, and because the $\mathrm{pq}=15$ curve in five multiplier of interval "marginalized", the bottom part of the potential energy is flatter. Compared
with the factorization of $115=5 \times 23$ in the case of 5-bit multiplier, the difference in potential energy valley between the two is very large. It can be further speculated that in a fixed multiplier interval, the larger the integer that can be represented, the easier it is to be factored. The statistical output of the algorithm is shown in Fig. 8.


Figure 7: Multipliers with different number of digits factor 15 and 115
Mapping the factorization results to the two-dimensional plane, can be seen in Fig. 8a that in the part where both multiplier factors are small, the annealing results are relatively sparse, the larger the multiplier factor, the more and more intensive the annealing results. This indicates that in the execution process of the annealing algorithm, the probability of the output is greater in the region with a large T-factor.

There is a lot of sample size so there is a lot of duplication, the occurrence frequency of the output point needs to be added into the analysis process. Therefore, the frequency of the output result is also counted, as shown in Fig. 8b. The Z-axis represents the frequency of the point. As can be seen from Figs. 8a and 8b, not only the solution in the region with small T-factor is sparse, but also its frequency is small, indicating that the quantum annealing algorithm does prefer the direction with large T -factor.


Figure 8: 5-bit multiplier factorizes 115

### 4.2 Supplement Experiment and Data

We continue to factor integers under different T-factor to verify our conjecture. Table 1 is obtained by sorting the data. Since the multiplication factor of integers is known in our experiment, we change the definition of T-factor a little here, as shown in Eq. (10).
$\mathrm{T}(\mathrm{N})=\frac{\lceil\log \mathrm{N}\rceil}{2 \times \max \{\lceil\log \mathrm{p}\rceil,\lceil\log \mathrm{q}\rceil\}}$
Table 1: Relationship between T-factor and number of annealing runs

| Factor p | Factor q | Integer | T-factor | Number of annealing runs |
| :--- | :--- | :--- | :--- | :--- |
| 53 | 11 | 583 | 0.833 | 1000 |
| 17 | 37 | 629 | 0.917 | 500 |
| 53 | 13 | 689 | 0.833 | 600 |
| 23 | 31 | 713 | 1 | 50 |
| 59 | 13 | 767 | 0.833 | 500 |
| 19 | 43 | 817 | 0.917 | 400 |
| 23 | 37 | 851 | 0.917 | 500 |
| 29 | 31 | 899 | 1 | 50 |
| 53 | 61 | 3233 | 1 | 300 |
| 59 | 61 | 3599 | 1 | 200 |

When the T-factor is 1 , that is, the multiplier factor can completely fill the multiplier, the number of annealing runs required for integer factorization is very small, within 100 times. When the Tfactor is slightly smaller, the number of annealing runs times needed to factor the integers increases exponentially. This result is consistent with our previous conjecture.

In particular, we have factored two larger integers for reference. For the factorization of 3599 and 3233 , it can be better seen that the influence of T-factor on integer factorization is far greater than that of the size of the integer itself.

Meanwhile, as mentioned above, within the same search range, the larger the integer is, the easier it is to factor. In Fig. 9, the 6-bit multiplier is used to factor 1517, 1927, 2491 and 3599, respectively. Among them, the number of annealing runs factorization 1517 is 1500 , factorization 1927 is 1000 , factorization 2491 is 500 , factorization 3599 is 200.


Figure 9: The 6-bit multiplier splits large integers
According to Fig. 9, within the same search range, the larger the integer, the smaller the region of potential energy valley, and the fewer the annealing times required for factorization.

It can be concluded that when using quantum annealing to solve the integer factorization problem, the closer the multiplier factors are to each other, the easier it is to factor the integer. According to Eq. (8), if we can judge the range of multiplier factors, then we can greatly reduce the number of quantum annealing required for integer factorization. On this basis, when the number of multipliers
and T-factor are the same, the larger the integer is, the easier the factorization will be, which can explain the fluctuation phenomenon caused by traversal factorization at the beginning of this paper.

## 5 Conclusions and Discussion

Experiments show that the performance of the whole algorithm is affected by setting the bit of the multiplier when using quantum simulated annealing for integer factorization. Experiments show that the integer is easy to be factored when the multiplier is well filled, that is, the highest bit can also be used. If the multiplier is not fully filled, that is, the binary bits of the multiplication factor are less than or much less than the number of the multiplier, the corresponding integer will be difficult to be factored. We attribute this phenomenon to the effect of quantum tunneling in the annealing algorithm. Low potential energy points are densely distributed around the function $x=y$, so it is easier to obtain optimization of quantum tunneling effects when the binary bits of the two multipliers are similar.

In the current integer factorization methods, the traditional number theory factorization method limits the large integer to $\mathrm{q}<\mathrm{p}<2 \mathrm{q}$, two multiplicators with the same number of digits are the most difficult to be factored, but the study of T-factor shows that when two multiplicators have the same number of digits, it is the easiest to be factored. From this point of view, quantum annealing algorithm makes up for the weakness of traditional number theory methods in integer decomposition.

At the same time, the multiplier factor in integer decomposition is equivalent without any restriction. However, in the experimental results, the output frequencies of the results of these two factors are different. Due to the limited experiments, we can do on the cloud platform, this asymmetry cannot be further explained.

In industry, the annealing process is still the result of the empirical nature of the experiment produced. Furthermore, the indicative significance of the existence of T-factor is far greater than the theoretical value behind it. In future quantum annealing factorization, the padding of the multiplier can be used to roughly predict the number of annealing runs times needed to factor the integer, so as to further reduce the use of qubits.

Furthermore, we consider that the number of annealing runs fluctuates regularly with the increase of integers during ergodic annealing. We can further expand the scope of traversal to obtain a more accurate and wider range of function images. Based on this data, we can take the Fourier transform and predict the range of annealing times needed to factor a range of integers. This is very indicative. When the actual number of annealing runs operations is much larger than this value, we can manually adjust the number of multiplier bits to change the search space to factor the integer more efficiently.

Through reasonable speculation on the experimental results, we think that the annealing times of the traversal annealing image will fluctuate with the increase of the integer, the smaller the integer is, the smaller the period of its fluctuation, the larger the integer is, the larger the period of its fluctuation, and the overall trend of the whole fluctuation function image has a rising trend proportional to the integer size. Therefore, the practical efficiency of quantum annealing for integer factorization needs further consideration.
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