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Abstract: Deep learning is widely used in artificial intelligence fields such as
computer vision, natural language recognition, and intelligent robots. With
the development of deep learning, people’s expectations for this technology
are increasing daily. Enterprises and individuals usually need a lot of comput-
ing power to support the practical work of deep learning technology. Many
cloud service providers provide and deploy cloud computing environments.
However, there are severe risks of privacy leakage when transferring data to
cloud service providers and using data for model training, which makes users
unable to use deep learning technology in cloud computing environments
confidently. This paper mainly reviews the privacy leakage problems that
exist when using deep learning, then introduces deep learning algorithms that
support privacy protection, compares and looks forward to these algorithms,
and summarizes this aspect’s development.
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1 Introduction

In recent years, with the continuous development of computer technology and the rise of artificial
intelligence, deep learning has achieved remarkable achievements in various applications such as image
classification [1], face recognition [2], and anomaly detection [3]. Performance improvement largely
depends on massive training data, high-performance computing resources, and a well-designed model
structure [4]. In the context of enormous computing volumes and computing resource requirements, we
often use cloud computing resources for deep learning. Cloud computing has dramatically affected our
lives as a new way of computing and data processing. By aggregating virtualized and interconnected
computers and other information technology infrastructures, cloud computing provides users with on-
demand and extensive network access, resource pooling, and high-quality Internet services featuring
rapid elasticity and measurable services. More specifically, for individuals, cloud computing lowers the
threshold for accessing computing resources, removes barriers caused by infrastructure, and makes it
possible for individuals to implement complex tasks such as deep learning. For groups and companies,
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cloud computing provides greater flexibility in resource allocation, allowing them to focus more on
their deep learning business.

The need for deep learning to leverage and use cloud computing resources naturally raises
privacy concerns. Cloud computing providers will package and deploy their deep learning application
services and directly provide users to rent. Cloud providers can quickly access critical unauthorized
knowledge, such as private input data, and the classification results are modeled without proper
security mechanisms. Due to privacy issues, customers may be unwilling or unable to provide data
to service providers, such as assisting in medical diagnosis [5] and financial data fraud detection [6].
Data privacy requirements limit the safe delivery of deep learning application services in the cloud
environment [7]. Therefore, to ensure the safe landing of deep learning application services in the cloud
environment and the private security and interests of participants in the service process, it is necessary
and valuable to study the corresponding privacy protection framework for related privacy issues.

2 Privacy Preserving Cryptography Technology

This section discusses cryptographic techniques applied to deep learning privacy protection,
including homomorphic encryption, differential privacy, image encryption, and secure multi-party
computation.

2.1 Homomorphic Encryption
Homomorphic encryption technology provides a solution to the privacy protection problem

in the neural network model. Homomorphic encryption includes partial homomorphic encryption
and fully homomorphic encryption. Ciphertext operations that only support a limited number of
additions or multiplications are called addition or multiplication homomorphisms; if any number
of addition and multiplication ciphertext operations can be performed, it is fully homomorphic
encryption. The classic RSA encryption algorithm [8] and Elgamal encryption algorithm [9] have
multiplicative homomorphism. In 1999, Paillier proposed a Paillier encryption scheme that satisfies
additive homomorphism [10]. In 2009, Gentry proposed the first fully homomorphic encryption
scheme based on ideal lattice [11].

HE supports operations in ciphertext, and the result of decryption is the same as that obtained
in plaintext, that is: Encryption(f (m1, m2)) = f (Encryption(m1), Encryption(m2)). The homomorphic
encryption scheme, like other types of encryption schemes, has the following three functional modules:

The key generation algorithm Keygen(λ): The key generation algorithm generates and calculates
the key k according to the input parameter λ, and outputs the public key pk and private key sk.

The encryption algorithm Encryption(pk, m): The encryption algorithm uses the public key pk to
encrypt the plaintext information m, and outputs the encrypted information s.

Decryption algorithm Decryption(sk, s): Decryption algorithm uses the private key sk to decrypt
the ciphertext s, and output the plaintext m.

The ciphertext homomorphic operation also includes homomorphic addition and homomorphic
multiplication. The homomorphic addition operation Decryption(k, Add(s1, s2)) = m1+m2, s1 and s2

respectively correspond to m1 under the ciphertext and m2, the sum of the ciphertext information cal-
culated according to the calculation key k is the corresponding ciphertext of m1+m2; the homomorphic
multiplication operation Decryption(k, Mul(s1, s2)) = m1 × m2, s1 and s2 corresponds to m1 and m2 under
the ciphertext, and the product of the ciphertext information calculated according to the calculation
key k is the corresponding ciphertext of m1 × m2.
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2.2 Differential Privacy
The Initial letter of each notional word in all headings is capitalized. Differential privacy [12] was

originally proposed to protect databases from differential attacks. The so-called differential attack is
that the attacker can distinguish whether a certain data exists in the database according to the different
query results by accessing the database multiple times. The basic idea of differential privacy is to make
it impossible for attackers to distinguish the changes of data in the database by adding noise, that is,
the change of any piece of data in the database will not have a great impact on the overall output, so
as to protect the privacy of database data. effect. As shown in the formula (1):

Pr [M (D1) ∈ S] ≤ eε × Pr [M (D2) ∈ S] + δ (1) (1)

where, D1 and D2 are databases with a difference of 1 record respectively, and ε is the privacy protection
cost, which reflects the level of privacy protection. The smaller ε is, the higher the level of privacy
protection is, and the deeper the useful information about the data set is mapped. But under the same
circumstances, the smaller ε is, the lower the data availability will be. The probability that the output
result of the random algorithm M is a subset of S satisfies formula (1) and satisfies differential privacy.

2.3 Image Encryption
There are many differences between digital images and traditional text data. Image encryption

technology is a technology that uses the characteristics of time, space, and visual perception of images
to design encryption algorithms to improve image security. Image encryption refers to the process of
changing a plaintext image into a ciphertext image under the constraints of an encryption function
and a key. The entire encryption, decryption and transmission process can be described as follows:
the plaintext image becomes a ciphertext image after being encrypted, and the sender of the message
transmits the ciphertext image to the receiver on an insecure channel, and the receiver uses the
decryption key to convert the ciphertext image to the recipient. It is decrypted into a plaintext image,
and the key required for encryption and decryption is transmitted on a secure channel.

Chaos has the characteristics of pseudo-randomness and sensitivity to initial conditions, which is
consistent with the encryption requirements of images, and the principle of chaos is of great help to
digital image encryption. Many scholars have combined chaos technology with encryption technology.
Therefore, chaos Technology is widely used in image encryption, and it is also very important in
using image encryption technology to protect deep learning privacy. There are three common chaotic
encryption methods, namely image encryption based on grayscale replacement, image encryption
based on pixel scrambling, and iterative image encryption.

2.4 Multi-Party Secure Computing
Secure Multi-Party Computation [13] mainly studies how a group of distrusting parties can jointly

complete a certain calculation while protecting the privacy of their respective input data, and ensure the
correctness of the output results. Secure multi-party computing is mainly used in two deep learning
privacy protection scenarios, namely the prediction phase and the training phase. In the prediction
stage, the data owner is the client, the cloud server has a well-trained deep learning model, and the
cloud server provides inference services based on the client’s private data. In the training stage, multiple
users securely outsource some of their data and jointly communicate with cloud servers to obtain a
trained model. The trained models are considered invisible to both personal data owners and cloud
servers.

Deep learning privacy protection based on secure multi-party computing has attracted a large
number of researchers to study, mainly using the following privacy protection tools, garbled circuit
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[14] and secret sharing [15]. The garbled circuit technology was proposed by Yao’s, which provides a
general strategy for two-party security calculations. The purpose is to minimize the non-exclusive OR
gates in the constructed Boolean circuit. The idea of the secret sharing scheme is to split the secret in an
appropriate way. Each share after splitting is managed by different participants. A single participant
cannot recover the secret information, and only several participants can cooperate to recover the secret
information. More importantly, when any of the participants in the corresponding range fails, the
secret can still be fully restored. Currently, there are three main types of secret sharing, namely GMW
protocol [16] Shamir sharing [17] and arithmetic sharing.

3 Privacy Preservation for Deep Learning Applications

This section mainly discusses deep learning applications based on the cryptography technology
introduced in Section 2, including deep learning algorithms that support privacy protection based on
homomorphic encryption, differential privacy, image encryption, and secure multi-party computing.

3.1 Deep Learning Privacy Protection Algorithms Based on Homomorphic Encryption
The emergence of homomorphic encryption technology provides a way to solve the privacy

problem of deep learning, which can realize the operation under the ciphertext without affecting the
correct result of decryption. Using homomorphic encryption technology to protect the privacy of deep
learning applications, we can directly predict the encrypted data in the prediction stage. The prediction
results are ciphertexts and return the results to the user for decryption to protect user data privacy. We
can also directly participate in training to protect the security of the training data uploaded by users.

In 2006, Barni et al. [18] proposed a privacy-preserving neural network classification scheme based
on secure multi-party computation and homomorphic encryption. Their neural network consists of a
series of scalar products, and the client uses a homomorphic encryption algorithm to encrypt the input
vector. Subsequently, Orlandi et al. [19] strengthened the protocol, replacing the Paillier encryption
mechanism with an extension of Damgard-Jurik, while intermediate results are no longer displayed
to the client. In 2016, Microsoft’s Gilad-Bachrach et al. [20] proposed the CryptoNets solution, which
applied the fully homomorphic encryption scheme to the convolutional neural network, predicted
the use of a simplified neural network, and replaced the ReLU with a square function with a
lower multiplication depth. However, it is only suitable for small neural networks and has become a
milestone in applying homomorphic encryption in deep neural networks. In 2017, Chabanne et al. [21]
replaced the activation function with a polynomial function in the prediction stage. They added
a batch normalization layer before each nonlinear activation layer, which can form input with a
stable distribution and improve the prediction accuracy. Chillotti et al. [22] proposed the FHE-DiNN
solution and designed a new type of discrete neural network.

Although the above methods can be applied to deep networks, there are still problems of low
accuracy and high complexity of ciphertext calculations. In order to improve the accuracy of the
homomorphic encryption scheme and the efficiency of ciphertext operations, the paper [23] proposed
the MiniONN scheme. However, this solution relies on the communication between the server and
the client, leading to data holders’ need to participate frequently in calculations. The GAZELLE
scheme was designed by Juvekar et al. [24]. Instead of fully applying fully homomorphic encryption,
they alternate an additively homomorphic encryption scheme for convolutional layers with garbled
circuits for activation layers. Compared with MiniONN, this scheme has reduced communication
complexity but still has a significant communication overhead. In 2020, Al Badawi et al. [25]
followed the framework of CryptoNets and proposed the first Graphics Processing Unit accelerated
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homomorphic convolutional neural network, which increased the prediction time by 40.41 times.
In 2021, Reagen et al. [26] of New York University provided a set of algorithms and hardware
optimization solution frameworks for the homomorphic deep neural network on the server side, which
is used to improve the ciphertext prediction speed of the neural network. In 2022, Jang et al. [27]
proposed a variant scheme based on the homomorphic encryption algorithm called MatHEAAN
(Matrix HEEAN), which specializes in matrix operations. The scheme implements Gated Recurrent
Units to process sequential data.

3.2 Deep Learning Privacy Protection Algorithms Based on Differential Privacy
Differential privacy algorithm, which has strict mathematical proof, is one of the more popular

privacy protection technologies. The basic idea of the differential privacy algorithm is to limit the
sensitivity of the database query results to any piece of data to ensure that any piece of data in the
data set or not in the data set has little impact on the final query output [28]. Some companies
have also begun to use differential privacy technology. For example, Apple Vice President Craig
Federighi announced that Apple uses local differential privacy technology to protect iOS/macOS user
privacy [29].

The combination of differential privacy algorithms and deep learning has been one of the research
hotspots in the field of deep learning privacy protection in recent years. This algorithm can be applied
to various parts of the deep learning model. The differential privacy protection scheme of the input
layer [30] can be regarded as a preprocessing operation on the data, which generates synthetic data
with the same statistical characteristics as the original data by adding noise to the training data set and
then uses the synthetic data for training of deep learning models. The differential privacy protection
scheme of the output layer [31] is to perturb the objective function to achieve privacy protection. Some
studies also propose adding noise to the polynomial expansion coefficient of the objective function.
This approach has been implemented on autoencoders [32], deep belief networks [33], and deep neural
networks.

Compared with the above two differential privacy protection schemes, the differential privacy
protection scheme that adds noise to the training parameters in the hidden layer is more widely used.
Abadi et al. [12] proposed the Differential Privacy Stochastic Gradient Descent (DPSGD) algorithm in
2016 to protect the privacy of training data most understandably and intuitively. In recent years, many
improved methods have been proposed to balance the relationship between privacy and the accuracy
of the differential privacy model, which is of great significance to optimizing the privacy protection
model. In 2018, Lee et al. [34] proposed allocating different privacy budgets for each training iteration
and ensuring that the noise on each gradient component follows the same probability distribution,
making the noise added in each step more refined. In 2019, Xiang et al. [35] solved the trade-off
between privacy and accuracy from an optimization perspective and improved the overall accuracy
of the model while satisfying privacy constraints. Xu et al. [36] proposed replacing the simple gradient
threshold pruning in the DPSGD algorithm with hierarchical gradient pruning, and the added noise
depends on the size of the gradient pruning threshold. This method reduces the addition of noise
to a certain extent and has a specific effect on the privacy and accuracy of the trade-off model. In
2020, Bu et al. [37] proposed to improve the privacy loss calculation mechanism of differential privacy,
allowing more iterations of the model under the same privacy level, thereby improving the accuracy of
training neural networks using differential privacy optimization algorithms. Lin et al. [38] proposed
to adjust the order of adding noise and gradient pruning operations in the DPSGD algorithm, first
adding noise and then performing gradient pruning, and then performing more accurate pruning on
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the gradient after adding noise. Compared with the original algorithm, the accuracy of this algorithm
has been improved to a certain extent.

3.3 Deep Learning Privacy Preservation Algorithms Based on Image Encryption
In 2018, AprilPyone et al. [39] proposed the concept of learnable encryption, the first to propose

a learnable image encryption algorithm based on block scrambling, which is used in the privacy
protection of deep learning. The image processing operation is as follows. First, the 8-bit RGB image is
divided into M × M size blocks. Then each block is divided into upper 4-bit and lower 4-bit images to
obtain a 6-channel image block, randomly select the pixel value to invert, and then shuffle all the pixel
values. Subsequently, the team proposed an improvement to the algorithm in [40] and proposed a block
image scrambling processing pipeline. Firstly, the image is divided into blocks by B × B pixels. The
blocks’ positions are shuffled, then the pixels in each block are shuffled independently, and finally, the
shuffled blocks are connected. Sirichotedumrong et al. [41] proposed an image encryption algorithm
based on pixel scrambling. The encryption method is to take a picture of X × Y pixels, use the key
Kc = {KR, KG, KB}, KC is a generated random binary integer, and then perform positive and negative
transformations on each pixel value of the private image. Based on the image encryption proposed in
[41], the team followed up the encryption algorithm by considering using independent encryption keys
for training and testing images for the first time. It is proposed to use a set of key1 to encrypt training
pictures and another set of key2, entirely different from key1, to encrypt test images [42]. Ko et al. [43]
used a structured image de-identification method for deep learning privacy preservation. Sequence-
preserving encryption only modifies the original structure of the image, which not only achieves the
purpose of protecting privacy during model training but also improves the training accuracy of the
model.

3.4 Deep Learning Privacy Protection Algorithms Based on Multi-Party Secure Computing
The deep learning privacy protection algorithm based on secure multi-party computing has

attracted many researchers to study. Schemes based on secure multi-party computation usually involve
multiple parties, such as an additional trusted party or multiple non-colluding cloud servers, and a
more significant number of interactions. In 2017, Mohassel et al. [44] proposed the SecureML method,
where data owners use secure two-party computing to distribute their private data between two non-
merged servers, effectively protecting the privacy of the training phase in a two-server model. In 2018,
Mohassel et al. [45] proposed the ABY3 method, which enables data owners to share sensitive data in
a three-party server model while providing privacy guarantees during the model training phase.

Secret sharing is a commonly used privacy protection method in secure multi-party computing.
Compared with other privacy protection methods in production applications, it can reduce overhead
and improve efficiency. Ma et al. [46] proposed a lightweight privacy-preserving face recognition
classification framework based on additive secret sharing design, which improved the existing expo-
nentiation function based on additive secret sharing by expanding the effective input range and
logarithmic functions. Based on the work of Ma et al. [46], Liu et al. [47] proposed SecRCNN, which
is the first efficient R-CNN framework for privacy protection of object detection in medical images,
using the CORDIC algorithm to design a new division, Exponentiation and logarithm protocols.
Liu et al. [48] used distributed double trapdoor public key cryptosystem and additive secret sharing
to construct a decision tree method and designed three methods with different privacy levels. In [49],
Feng et al. designed a series of multi-party interaction protocols with nonlinear activation functions
through multiplicative and additive secret sharing. They constructed a simple and efficient multi-party
privacy-preserving natural language processing security application. In recent years, Xia et al. [50]
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inspired by additive secret sharing and multiplicative secret sharing, proposed a secure computing
protocol based on the “share-transform-reveal” strategy and constructed a secure computing protocol
for all essential elementary functions. This scheme illustrates its superiority by using a convolutional
neural network as an example.

4 Comparison and Prospects

With the development of deep learning, more and more people have paid attention to the
importance of privacy in deep learning. Some existing privacy protection schemes still have some
limitations.

Homomorphic Encryption: The emergence of homomorphic encryption provides a solution to
privacy computing. Nevertheless, the application of homomorphic encryption faces the following
challenges: Only addition and multiplication homomorphism operations are supported in ciphertext,
but complex nonlinear operations such as comparison, maximum calculation, and division operation
are involved in the practice. Under the neural network model, homomorphic encryption is more
challenging because the neural network structure includes many nonlinear activation functions such as
Sigmoid, ReLU, etc., which cannot directly perform homomorphic operations, requiring researchers
to constantly design elaborate protocols. Homomorphic encryption has large space consumption and
computing overhead, leading to the bottleneck of privacy protection algorithm applications.

Differential Privacy: The combination of differential privacy and deep learning can effectively
solve the privacy leakage problem of model training data. However, privacy protection employing
noise brings new challenges to the deep learning model: the trade-off between model privacy and
model accuracy. Therefore, when combining differential privacy and deep learning, the selection of
training algorithm, gradient pruning method, model structure, and initialization method should be
considered. At the same time, it is necessary to consider the privacy protection characteristics of the
differential privacy algorithm and noise to better balance the privacy and accuracy of the model.

Image Encryption: Using the encrypted picture for network training trains the encrypted data,
during which there is no need to decrypt, but this method still has certain limitations. First, there
are some hidden dangers in the security performance of this method. The ability to resist differential
and statistical attacks is weak and does not apply to the scene using the gray image. Secondly, there
is also the problem of model training and detection accuracy loss. Last, this method only applies to
image-related tasks and has limitations when applied to more complex deep-learning tasks.

Multi-Party Secure Computing: Secure multi-party computing is a crucial technology to achieve
deep learning privacy computing, which can maintain the accuracy of the deep learning model to
a large extent, but there are still the following limitations. In a multi-server environment, it is not
very easy to lossless construct efficient nonlinear operations suitable for deep learning models. When
multiple servers participate in the computation, the security of the model is more complex than that
of other solutions. In secure multi-party computing, many interaction operations on edge servers are
often required, which are costly. In short, how to efficiently, safely, and lossless secure multi-party
computing technology is still a big challenge in deep learning in the future.

5 Conclusion

This paper sorts out based on the introduction of standard privacy protection methods. It
summarizes the existing deep learning algorithms based on homomorphic encryption, differential
privacy, image encryption, and multi-party security computing. The limitations of existing privacy



76 JIHPP, 2022, vol.4, no.2

protection methods in deep learning applications are summarized systematically. In the future, as
people pay more attention to privacy issues, deep learning applications supporting privacy protection
will continue to evolve and improve.
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