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ABSTRACT

In today’s world of massive data and interconnected networks, it’s crucial to burgeon a secure and efficient digital
watermarking method to protect the copyrights of digital content. Existing research primarily focuses on deep
learning-based approaches to improve the quality of watermarked images, but they have some flaws. To overcome
this, the deep learning digital image watermarking model with highly secure algorithms is proposed to secure the
digital image. Recently, quantum logistic maps, which combine the concept of quantum computing with traditional
techniques, have been considered a niche and promising area of research that has attracted researchers’ attention to
further research in digital watermarking. This research uses the chaotic behaviour of the quantum logistic map
with Rivest–Shamir–Adleman (RSA) and Secure Hash (SHA-3) algorithms for a robust watermark embedding
process, where a watermark is embedded into the host image. This way, the quantum chaos method not only helps
limit the chance of tampering with the image content through reverse engineering but also assists in maintaining
a high level of imperceptibility and strong robustness with efficient extraction or detection of watermark images.
Lifting Wavelet Transformation (LWT) is a potential and computationally efficient version of traditional Discrete
Wavelet Transform (DWT) where the host image is divided into four sub-bands to offer a multi-resolution view of
an image with greater flexibility in watermarking methodologies. Furthermore, considering the robustness against
attacks, a pre-trained Residual Neural Network (ResNet-50), a convolutional neural network with 50 layers deep, is
used to better learn the complex features and efficiently extract the watermark from the image. By integrating RSA
and SHA-3 algorithms, the proposed model demonstrates improved imperceptibility, robustness, and accuracy in
watermark extraction compared to traditional methods. It achieves a Peak Signal-to-Noise Ratio (PSNR) of 49.83%,
a Structural Similarity Index Measure (SSIM) of 0.98, and a Number of Pixels Change Rate (NPCR) of 99.79%,
respectively. These results reflect the model’s effectiveness in delivering superior quality and security. Consequently,
our proposed approach offers accurate results, exceptional invisibility, and enhanced robustness compared to the
existing digital image watermarking techniques.
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1 Introduction

Because of significant advancements in digital technology and broadband networks, digital
works are duplicated and modified without sacrificing quality. The rise of unauthorized tampering,
forgery, and theft underscores the immediate need to address information security and copyright
protection as vital practical concerns. Watermarking digital images is a powerful method for taming
copyright violations in digital content. It incorporates digital data or a watermark into the cover
image [1,2]. Digital image watermarking alludes to the covert process of submerging and extricating
information surrounded by a carrier image. In this process, data (known as the watermark) is invisible
within a cover image to create a marked image that will be distributed over the Internet. Then the
extraction of watermark information can only be accurately done by the authorized recipients. A
general classification of watermarking schemes is presented in Fig. 1 to understand the several existing
watermarking processes.

Figure 1: General classification of watermarking scheme

As evident from Fig. 1, the general watermarking scheme can be classified based on the
following:

• The watermarking scheme is chosen based on the type of host signal, including Images, Videos,
Text, and audio signals.

• The watermarking embedding process is carried out next to the input host signal with an
original watermark. Sometimes, a secret key is applied at the input during the embedding
process to add extra security to the watermarked signal. Watermark embedding of the data
on the host signal may be done in the spatial domain, frequency domain or multi-domain.
In the spatial domain, the watermark data is embedded in the host signal by spatially mod-
ifying the pixel value of the image content. In contrast, in the frequency domain, the use
of frequency transformation methods such as Discrete Fourier Transform (DFT), Discrete
Cosine Transform (DCT) or Discrete Wavelet Transforms (DWT), etc., are used. The frequency



IASC, 2024, vol.39, no.6 1075

domain approach provides better imperceptibility and robustness at the cost of complexity. The
combination of the domains makes it a multi-domain approach.

• The visibility or imperceptibility presents us with the image’s visual quality by finding the
similarity between the host signal or image and watermarked data. In an invisible watermark
scheme called steganography or hidden watermarking, the data looks identical to the original
ones, and the naked eye cannot recognize the embedded watermark. Examples of invisible
watermarking include embedding a logo or image in the host image but keeping it transparent,
making it difficult to acknowledge the watermark data. Those that fail can be classified as visible
digital watermarks. This imperceptibility is not possible in the case of a text file, as there is hardly
any spare space in it to hide anything. Still, it is likely in the case of images as there might
be enough pixels to hide the watermark information and to confirm the copyright violation/
protection.

• Robustness is an essential criterion for watermarking evaluations, as there are enough chances
that the watermarked contents are altered by some means either during communication through
transmission media or by adding some attacks based on content alteration. Robust water-
marking enables us to protect digital content from such scenarios effectively. Based on these, a
robust watermark process can be classified as fragile or semi-fragile. Where fragile watermarking
ensures the security of the embedded watermark from unauthorized data tempering or data
alterations, but can easily be attacked by minor modifications like lossy compression, which
can destroy the digital content. On the other hand, robust watermarking secures digital content
from data manipulation through signal processing operations, including compression, filtering,
and cropping, to name a few. At the same time, the semi-fragile watermarking process deals with
the integrity of content verification. It can distinguish between image processing operations
causing lossy compression, bit error, salt and pepper noise, etc., from malicious yet intentional
content modification.

• Finally, watermarking schemes are categorized based on the type of procedures used for
the watermarking purpose. Blindness is an important characteristic used to illustrate the
computational independence of the original information to retrieve the required information.
Sometimes, blindness defines detecting and extracting the image watermarking process even
though no clear-cut definition exists. In the case of a blind watermarking scheme, there is no
such requirement for the source signal or image and the information extracted from the source
signal, whereas, in the case of a semi-blind watermarking scheme, the source signal or image is
needed even though the source signal or its derived information are not used in the detection
and extraction process of the watermarking.

Depending on the user’s requirements, the watermark can take various forms, such as (i) random
bits or electronic signatures for image security and corroboration or (ii) concealed messages for covert
communication [3]. Encoding the watermark serves multiple purposes, such as enhancing perceptible
impermanence for heightened security through encryption techniques or restoring the watermark’s
integrity in the face of attacks by utilizing error correction codes [4,5]. A robust watermarking system
requires three things: authenticity, which enables the watermark’s integrity to be confirmed to verify the
content’s ownership or origin; robustness, which can withstand attacks like compression or cropping;
and imperceptibility, which makes the watermark invisible or hidden to consumers. While the primary
focus of an image steganography system is imperceptibility to the human eye and intangibility to
machine analysis (i.e., struggling for machines to detect the existence of hidden information), an
image watermarking methodology often prioritizes robustness. Consequently, the watermark should
persist even if the marked image is deteriorated or deformed [6]. A watermarking scheme is robust if it
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can resist non-malicious image processing operations like compression, filtering, geometric and non-
geometric attacks or manipulations, etc. Ideally, a robust digital image watermarking system would
maintain the watermark unspoiled despite certain distortions or manipulations without additional
measures, except in some cases when it is under hostile attacks. Then, in such a hostile attack, several
encoding techniques are proposed to restore the image [7,8].

Watermarks are placed on multiple picture domains using more complex watermarking methods.
Digital Image Watermarking techniques based on the domain where the watermark is inserted are
classified into two categories: spatial domain watermarking and frequency domain watermarking. In
spatial domain watermarking, the watermark is directly inserted into the cover picture by changing
the pixel values [9–11], which has minimal complexity and ease of implementation at the expense
of not being resistant to geometric attacks. On the other hand, in frequency domain watermarking
techniques, watermarks are embedded in the spectral coefficients of the cover image by using some
frequency transformation tools, including Discrete Fourier Transform (DFT) [12], Discrete Cosine
Transform (DCT) [13], Discrete Wavelet Transform (DWT) [14,15], and Lifting Wavelet Transform
(LWT) [16] to name a few. Even though these transformation tools enable more information to be
embedded with high resistance to assaults, they still often need more processing [17] to obtain adequate
image content to reduce false-positive errors. Achieving optimal transform domain embedding with
comprehensive performance remains a challenge, which can be tackled through Artificial intelligence
approaches such as SVM (Support Vector Machine) in the LWT domain [18].

Watermarking in the learning and hybrid domains involves embedding watermarks using a
unique identifier or watermark into digital content to protect it from unauthorized usage and thus
ensure trustworthiness. In deep learning-based watermarking, neural network architecture embeds
and detects the watermarks to ensure its robustness against several possible attacks [19]. On the other
hand, hybrid domain watermarking combines multiple domains, such as spatial and frequency domain
watermarking, to improve the watermarking scheme’s stability, robustness and security. For example,
while DWT, DCT or LWT is used for frequency domain watermark embedding to achieve enhanced
robustness and security, when combined with the Singular Value Decomposition (SVD) method, the
same watermarking scheme becomes more stable and able to withstand several attacks [20].

The SVM-based categorization with many features takes longer execution time and may not be
suitable for use in real-time. To address this, Yang et al. [21] introduced a fuzzy support vector machine
(FSVM) approach, which, performed effectively with a few host images, is robust to many attacks in
terms of BER (bit error rate) but needs improvement in terms of computational time. Deep Neural
Networks (DNNs) have recently gained popularity in digital image watermarking techniques for
their inherent ability to automatically train the natural picture, resulting in increased imperceptibility
and resilience [22]. Further, to reduce the computing time, several researchers have used the Joint
Fingerprinting and Decryption (JFD) approach [23,24] by positioning the watermark embedding
process at the recipient’s end, irrespective of the watermark’s vulnerability to various attacks during
transmission over the network. Nonetheless, these JFD-based approaches are constrained by their
limited data embedding capacity, so their security measures must be strengthened.

The JFD approach generates digital fingerprints by capitalizing on the discrepancy in information
randomness between encryption and decryption keys. This leads to a scenario where a substantial
amount of diverse information induces notable distortions in the host image. As a result, the implanted
fingerprint is relatively modest. Moreover, their methods use symmetric encryption, where distinct
keys are employed for encryption and decryption. The agent must possess each user’s decryption key
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to execute the copyright authentication [25]. Consequently, a security risk arises in managing and
distributing secret keys.

Further, to enhance the security of watermarking schemes, several efficient encryption techniques,
including hyper-chaotic mapping, may be used to protect highly sensitive digital content [20].

The hybrid watermarking process combines classical transform domain techniques with Convo-
lutional Neural Network (CNN)-based methods to enhance robustness and imperceptibility. Classical
methods embed watermarks in frequency coefficients for better attack resilience, while Convolutional
Neural Networks (CNN) optimize feature learning and watermark extraction. This approach ensures
improved security and reduced perceptual impact, leveraging the strengths of both techniques and
watermarking advantages of deep learning techniques in a learning domain to automatically learn
and extract robust features from images, significantly enhancing system performance. Using CNN,
the watermarking process improved feature extraction and resilience, improving imperceptibility
and robustness against attacks. This approach ensures more accurate watermark embedding and
extraction, resulting in a more secure and efficient system.

Conventional watermarking systems frequently suffer from insufficient security measures and
poor resilience against different types of attacks. Traditional approaches often do not achieve strong
imperceptibility, leaving the watermark visible or easily discernible. Furthermore, the overall security
of the watermark is compromised by the fact that traditional systems lack sophisticated encryption
and scrambling mechanisms, making them open to tampering and illegal access.

Looking into these problems in the digital image watermarking process, we are motivated to
develop efficient watermarking algorithms that can reduce the processing time and improve the water-
mark’s security while providing high resilience. Thus, our research proposes a Deep Learning-Based
Digital Image Watermarking Model with highly Secured Algorithms. Following are the highlights of
our main contributions to this research.

1.1 Research Contributions

• In existing research, various watermarking algorithms have been used but are not sufficiently
resilient against several attacks. Hence, our proposed study introduces a highly secure algorithm
based on Quantum Logistics in which the RSA and SHA-3 algorithms are used for their
robustness.

• Moreover, the key distribution and management process is a significant problem in the existing
encryption algorithms. To overcome this, firstly, our research introduces RSA, which contains
a random private and public key and gives a preprocessed image. Secondly, SHA-3 processes
the preprocessed image to extract the plaintext message, which is then securely stored.

• Furthermore, the Residual Neural Network (ResNet-50), a deep-learning-based convolutional
neural network with 50 layers deep, is used in this research to extract the watermark image, even
though it requires more computation time and has degraded efficiency.

• Consequently, the proposed deep learning-based digital image watermarking algorithm, which
combines ResNet-50 with quantum logistic-based watermark embedding and RSA and Secure
Hash Algorithm-3 (SHA-3) based encryption algorithms, is found to be robust against various
attacks and able to extract the original image very accurately.

The remaining part of this research work is organized as follows: Section 2 reviews the neu-
ral network-based image watermarking system. Section 3 discusses the principles of LWT, RSA,
SHA, and Quantum Logistics. Section 4 describes the proposed Deep Learning-Based Digital Image
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Watermarking Model with High-Secure Algorithms. Section 5 describes the experimental results with
discussions and research case studies. Finally, Section 6 provides the conclusion.

2 Related Works

A novel frequency-domain chaos-based SVD picture watermarking system was proposed by
Zainol et al. [26], where the secret key derived from both the host and watermark images is used to
create a new chaotic matrix and multiple scaling factors (CMSF) to enhance the system’s vulnerability.
As the retrieved secret key and the watermark pictures are unique to the host, the frequency-
domain chaos-based SVD picture watermarking system improves security with a low false positive
rate. Sinhal et al. [27] developed a multiple LSB (Least Significant Bit) substitution method-based
multifunctional digital picture watermarking technique, where a fragile watermark pattern is randomly
inserted and due to this blind nature of watermark insertion, the multiple LSB bit substitution method
enhances the security of the watermark image.

Zhong et al. [28] presented a deep neural network-based picture watermarking system that is
both resilient and blind and aimed to promote flexible implementations without needing previous
knowledge or adversarial instances of probable assaults. However, the research has not focused on
security issues in digital image watermarking [28]. Pourhadi et al. [29] have introduced an enhanced
digital image watermarking system that combines the Stationary Wavelet Transform (SWT) and
Speed-Up Robust Feature (SURF) techniques for improved robustness. The proposed SWT+SURF
approach within the Bat Optimization Algorithm framework leverages the host image’s high-frequency
coefficients of the SWT to optimize watermark strength parameters during the embedding process
while also considering potential attacks. Various image processing techniques, including Gaussian
filtering, scaling, rotation, salt and pepper noise, Poisson noise, speckle noise, and Gaussian noise,
have been used as attacks [29] to assess the effectiveness of the proposed algorithm despite the increase
in computation time.

Abdallah et al. [30] used Nonnegative Matrix Factorization (NMF) and FWHT (Fast Walsh-
Hadamard Transform) to provide a durable and invisible safe picture watermarking technique. This
is done by using four steps: First, the host image is divided into small blocks, on which NMF is being
applied separately, followed by FWHT, which is used for the generation of the weight matrix, and then
finally, the singular values of the watermark picture are properly distributed over the transformed
blocks. Alam et al. [31] proposed a method for authenticating images at the receiver end utilizing
information parameters and digital signatures. To enhance the security of the watermarking technique,
DCT, DWT, hyperchaotic (HCM) map, and 2-level SVD (Singular Value Decomposition) features
were effectively applied.

Jana et al. [32] introduced a novel Cellular Automata (CA) with a DCT-based picture watermark-
ing system. In this system, a color cover image is divided into red, green, and blue channels, and
then DCT is applied to 8 × 8 non-overlapping blocks of each channel, followed by Zigzag scanning.
Encryption with CA rule-15 before embedding in a Digital Image watermark enhances security and
resistance.

Helal et al. [33] presented a hybrid digital image watermarking system by combining Walsh
Hadamard Transform (WHT) and SVD, which is effective in both imperceptibility and robust-
ness criteria while maintaining transparency. Eltoukhy et al. [34] introduced a novel robust hybrid
watermarking scheme for securing color medical images, where the proposed method relies on
combining Slant, Singular Value Decomposition (SVD), and Quaternion Fourier-Transform (QFT).
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The technique produces high invisibility and durability and is more resistant to several geometrical
and hybrid attacks than the existing watermarking schemes.

Mellimi et al. [35] created a Deep Neural Network (DNN)-based resilient picture watermarking
system that handled various geometric and noise assaults quite effectively. The suggested approach
was evaluated for over three hundred untrained images and yielded a high PSNR (Peak Signal
to Noise Ratio). Other assessment factors, including BER (Bit Error Rate), NCC (Normalized
Cross-Correlation), and SSIM (Structural Similarity Index), have performed excellently. Among all
potential sub-band combinations, LH (Low-High)/LH1/HL2 (High-Low) yielded the most promising
results. The DNN enabled lightning-fast watermark extraction. Watermark image extracted with
nearly minimal error for attacks such as Gaussian filter, JPEG (Joint Photographic Experts Group)
compression, cropping, and scaling.

However, the existing digital image watermarking methods often have limitations such as insuffi-
cient security against various attacks, high computational demands, and suboptimal robustness. Deep
learning-based methods, such as neural networks for watermark extraction, offer improved resilience
but often lack a focus on security and can be computationally intensive. The proposed approach
addresses these limitations by integrating RSA and SHA-3 algorithms for enhanced security and
imperceptibility, using ResNet-50 for efficient feature extraction, and incorporating LWT to improve
robustness against various attacks. This combination not only provides a high level of imperceptibility
and robustness but also optimizes computational efficiency, surpassing many existing methods in
both security and performance. Hence, new watermark approaches based on the deep-learning idea is
proposed in our research to circumvent the restrictions, which are detailed in the subsequent sections.

3 Proposed Methodologies

This section contains the operational principles of LWT, SVD, Quantum Logistics, RSA, and
SHA-3.

3.1 Lifting Wavelet Transform (LWT)

While the first generation filter process, including DWT, aims at separating the input signal into
its corresponding low and high-frequency components and then performs the compression or down
sampling on both signals at a later stage, the lifting-based wavelet transform (LWT) [36] considered as
second generation of wavelets performs the compression in advance, resulting reduced computational
complexity, has a better frequency localization characteristic, and eliminating the standard wavelet’s
flaws by effectively addressing the shift-invariance problem.

Lifting Wavelet Transform (LWT) is used to divide a targeted image into four categories of
sub-bands: LL (Low-Low), HL (High-Low), LH (Low-High), and HH (High-High) in the LWT-
based watermarking approach. The low-frequency component is represented as LL and has a low
resolution. In this splitting process by LWT, the low-frequency part (LL) of the signal/image contains
the essential information about the image; hence any alteration or adding watermark to it may result
in image degradation but may present robustness, whereas most negligible image content is available
in high-frequency part (HH) of the image/signal, hence may be used for watermarking purposes
which may also provide high imperceptibility at the cost of elimination of the embedded watermark
through some image processing operations. Therefore, it is advisable to use the mid-frequency part
(HL, LH) with horizontal and vertical details for the image watermarking process with a trade-off
between robustness and imperceptibility [37]. Better imperceptibility in embedded image watermarks
is expected when the watermarking is done with the horizontal part of the image as the vertical part of
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the image is considered more sensitive to human vision than its horizontal counterpart [37]. LWT offers
several advantages over traditional wavelet transforms, such as better frequency localization, reduced
computational complexity, and the ability to save time while preserving essential image features. These
qualities make LWT more efficient in handling large-scale image data, making it ideal for digital
watermarking. In this research, LWT is used because embedding watermarks in the low-frequency
LL sub-band ensures higher robustness and imperceptibility, as the LL sub-band contains the most
energy and is more resistant to standard image processing techniques, enhancing both security and
quality.

The central concept behind the lifting wavelet is to create a new wavelet with improved features
based on a simple wavelet. As discussed below, splitting, prediction, and updating are the three
processes in signal decomposition using LWT [38].

• Split: Divide the original signal into non-overlapping even and odd samples, denoted as xzez [nz]
for even samples and xzoz [nz] for odd samples, respectively.

xzez [nz] = xz [2nz] , xzoz [nz] = xz [2nz + 1] (1)

• Predict: If even and odd samples are connected, one can be used to predict the other. We use
xzez [nz] samples to estimate xzoz [nz], These are specified as:

dz [nz] = xzoz [nz] − pz [xzez [nz]] (2)

The predictor operator is denoted as pz(), and dz[nz] represents the difference between the actual
sample and its predicted value, characterized as a high-frequency component.

• Update: update the even samples using the update operator Uz() and the detail signal dz[nz]. The
low-frequency components lz[nz], Which describe the original signal’s coarse structure, are then
derived as:

lz [nz] = xzez [nz] + Uz [dz[nz]] (3)

The watermark is embedded in the low-frequency sub-band (LL) because the signal’s highest
energy is concentrated in these low-frequency coefficients, which are more resistant to image processing
techniques. In addition, incorporating the watermark in the LL sub-band makes it more visible to
human vision. Let’s consider the host image. Iz = {Iz (xz, yz) : 1 ≤ xz ≤ Mz, 1 ≤ yz ≤ Nz} is a 512 ×
512 8-bit grayscale image that has been decomposed into four sub-bands: LL, LH, HL, and HH using
one level Lifting Wavelet Transform (LWT). Each sub-band has a size of MzLz × NzLz , where

MzLz = Mz

2kz
, NzLz = Nz

2kz
(4)

Here, kz denotes the level of decomposition.

The LWT is significant in our work due to its computational efficiency, flexibility, and ability
to address the shift-invariance problem commonly associated with traditional DWT. LWT provides
a more straightforward and faster implementation by breaking down wavelet computations into
simple prediction and update steps, reducing complexity without sacrificing accuracy. Additionally,
LWT is highly adaptable for reversible integer-to-integer transformations, making it ideal for lossless
processing. It is crucial for digital watermarking to preserve the integrity of the host image and
watermark. Its consistency in signal alignment ensures greater robustness and imperceptibility in our
watermarking approach, outperforming conventional DWT-based methods, particularly in scenarios
involving attacks like compression or geometric transformations.
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3.2 Singular Value Decomposition (SVD)

Singular Value Decomposition (SVD) is initially employed in linear algebra [39], but now, it
has found extensive applications, including signal and image processing and digital watermarking.
Typically, SVD operates directly or in several smaller blocks on the host image. These blocks are then
subjected to SVD decomposition, resulting in the extraction of singular values, which are subsequently
employed to embed watermark information. In digital watermarking, employing this decomposition
method offers various advantages. These include the consistent size of the SVD coefficients, the ability
of singular values to encapsulate essential algebraic characteristics of an image, and their resilience to
significant alterations when the image undergoes slight disruptions. The decomposition formula is
detailed as follows:

Iz = Uz.Sz.Vz
T (5)

where Iz is the mz × nz matrix corresponding to an image, Uz is the mz × mz matrix, Vz is the nz × nz

matrix, Sz is the diagonal matrix with the same size as Iz, and T is the matrix transformation coefficient.

3.3 Rivest-Shamir-Adleman (RSA) with Secure Hash Algorithm (SHA-3)

3.3.1 Rivest-Shamir-Adleman (RSA) Algorithm

The Rivest-Shamir-Adleman (RSA) algorithm, invented by three MIT (Massachusetts Institute
of Technology) professors, Ronald Rivest, Adi Shamir, and Leonard Adleman, in the summer of 1977,
was the first public-key cryptographic algorithm. It falls under the category of Asymmetric Encryption
methods and is one of the most commonly used algorithms today because it is highly secure and fast
in comparison to the many competing algorithms available [40].

Asymmetric encryption is used in the public critical encryption method, which protects encrypted
data with a pair of keys. In this domain, RSA is a prominent approach. It is also a member of the
block cipher domain. The following are the details of the essential generation process [41]:

Step 1: Choose two prime numbers at random, pz and qz.

Step 2: Utilize Euler’s totient function (Nz) to calculate one secret key member ϕ(Nz):

Nz = pz × qz, ϕ(Nz) = (pz − 1) × (qz − 1) (6)

Step 3: Two requirements must be fulfilled when generating an encryption key at random:

1 < ez < ϕ(Nz), great common divisor (ez, ϕ(Nz)) = 1 (7)

where the logic equation shows that the greatest common divisor between ez and ϕ(Nz) is one, and that
ez and ϕ(Nz) are co-primes.

Step 4: Calculate the decryption key dz by using the formula below:

ez × dz = 1 |ϕ(Nz)| , 0 ≤ dz ≤ Nz (8)

This public key system includes two types of secret keys: a public key and a private key. The public
key is represented as (ez, Nz), while the private key is represented as (dz, Nz). The public key is widely
disseminated, while the private key is kept confidential. The sender must first obtain the recipient’s
public key when sending data. The sender then encrypts the message using this public key and transmits
the encrypted text to the recipient. The receiver then decrypts the encrypted text using their private
key, resulting in a plain-text message. The security of the RSA encryption system is assured. Although
attackers may have access to the public keys ez and Nz, ez is a random number and Nz is a large number.
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Consequently, it is highly improbable that attackers can determine the values of pz and qz through large
integer factorization, which is an NP-hard (Nondeterministic Polynomial-time hard) problem.

RSA key management can be simplified using centralized or decentralized critical management
systems. Centralized Public Key Infrastructures (PKIs) use a trusted Certificate Authority to generate
and distribute public and private keys, reducing tampering risks. Decentralized systems use blockchain
technology to store public keys in an immutable ledger, facilitating safe key distribution. Hybrid
critical management systems combine symmetric and asymmetric cryptography, such as RSA for key
exchange and symmetric encryption for bulk data transfer, enhancing efficiency while maintaining
security. These approaches reduce overhead and improve scalability in large-scale implementations.

3.3.2 SHA-3 (Secure Hash Algorithm 3)

SHA-3 (Secure Hash Algorithm 3) is a cryptographic hash function aimed at generating a unique,
fixed-size hash value from an input image of any size, which found its main applications in data/image
integrity and digital watermarking. This paper uses a novel reversible invisible watermarking scheme
based on SHA-3 to protect the digital content or image from copyright violation and ensure the image’s
integrity. There are several versions of the SHA algorithm available, such as Secure Hash Algorithm
0 (SHA-0), Secure Hash Algorithm 1 (SHA-1), Secure Hash Algorithm 2 (SHA-2) and Secure Hash
Algorithm 3 (SHA-3). Initially, the SHA-0 model was proposed by the National Institute of Standards
and Technology (NIST) for the Secure Hash Standard (SHS), followed by SHA-1, both having a 160-
bit hash value.

However, SHA-1 has been suspected of being insecure since 2005, and the use of SHA-1 has been
phased out by the leading companies that use them in Secure Sockets Layer (SSL) certificates. Next,
SHA-2 emerges as a successor to SHA-1 with SHA-224, SHA-256, SHA-384, and SHA-512 having
224-bit, 256-bit, 384-bit and 512-bit hash value respectively. At present, SHA-2 is still considered to
be secure and is widely used in SSL certificates and cryptocurrency transactions. Recently, a new
family member in the SHA family emerged as SHA-3 having a 512-bit length hash function found
in applications for digital content authentication purposes, including watermarking scenarios [42].

3.3.3 Combining SHA-3 with RSA

This combination of SHA-3 and RSA combines the strengths of both algorithms: the robust
hashing capabilities of SHA-3 and the secure key management of RSA. SHA-3 can be used to create
a hash of an image/signal, which is then encrypted with the sender’s private RSA key to create a
watermarked image with the integrity and authenticity of the digital content.

Hence, from the above discussions, one can envisage that integrating the key management system
using RSA keys and SHA-3 in digital watermarking applications can automate and streamline the
watermarking process.

3.4 Quantum Logistic Map

A Quantum Logistic Map [43] extends a classical logistic map, incorporating quantum corrections
to increase complexity and randomness. Introducing quantum fluctuations into chaotic behaviour
increases the unpredictability and sensitivity to beginning conditions. In this research, it is used for
secure digital image watermarking due to its ability to generate complex, non-periodic sequences with
a vast key space, increasing security and robustness against attacks while ensuring the imperceptibility
of the watermark. Its high randomness and sensitivity make it ideal for cryptographic solid properties
applications.
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The logistic map [43], described by the Eq. (9), is a widely used one-dimensional chaotic
system [44].

xznz+1 = xznz × uz × (1 − xznz) (9)

The logistic map represents a crucial specific case of solid dissipation. A dissipative quantum
logistic map is generated by coupling the quantum kick to a bath of harmonic oscillators. To examine
the impact of quantum corrections, they write. az = 〈az〉 + δaz, where δaz denotes a quantum fluctuation
of az. The following equations regulate this chaotic map with lowest-order quantum corrections:⎧⎪⎪⎨
⎪⎪⎩

xznz+1 = rz

(
xznz − ∣∣xznz

∣∣2
)

− rzyznz

yznz+1 = −yznze
−2βz + e−βzrz

[(
2 − xznz − x∗

znz

)
yznz − xznzz

∗
znz

− x∗
znz

zznz

]
zznz+1 = −zznze

−2βz + e−βzrz[2
(
1 − x∗

znz

)
zznz − 2xznzyznz − xznz

(10)

where xz = 〈az〉, yz = 〈δazδaz〉, zz = 〈δazδaz〉 and βz is the dissipation parameter. In general, xznz , yznz ,
and zznz are complex numbers with x∗

znz
being the complex conjugate of xznz and zznz being the same. If

we set the initial values to real numbers, all subsequent values will also be accurate.

The logistic map with additive noise retains the same form as Eq. (10). It is important to note that
the noise is generated continuously. In this context, the noise measures quantum correlation strength.
When the quantum corrections yznz and zznz → 0 Eq. (10) reduces to the classical, one-dimensional
logistic map. The quantum logistic map’s firm dissipation limit, βz → ∞ also yields the classical
logistic map.

The initial conditions of a quantum logistic map are compassionate, so even slight changes can
lead to vastly different sequences. The benefits of using the quantum logistic map include its high
complexity and extensive key space. Additionally, it can effectively address the issues of fixed points
and stable windows. The parameter variation range is broad and continuous, leading to a more uniform
chaotic sequence output, increased non-periodicity, and enhanced randomness performance.

3.5 RESNET 50 Architecture

ResNet-50 [45] is a convolutional neural network (CNN) type that has revolutionized how we
approach deep learning. It was first introduced in 2015 by He et al. at Microsoft Research Asia. Many
papers will compare their results to a ResNet-50 baseline, which is valuable as a reference point, to
quickly produce models to tackle new problems [46].

ResNet-50 consists of 50 layers divided into five residual blocks, using the concept of residual
learning. The residual blocks safeguard information from earlier layers, helping the network learn
with better descriptions of the input data and making it easier for very deep neural network training.
This might be possible using skip connections or shortcuts, thus allowing the gradient to flow directly
through the deep neural network.

The ResNet-50 architecture [47] consists of convolutional layers followed by batch normalization
and rectified linear unit (ReLU) non-linear activation functions. The residual blocks, which contain the
skip connections, enable the network to learn the identity mapping efficiently. The last layers typically
use a global average pooling layer and a fully connected layer for classification.
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4 Experimental Frameworks

In recent years, advancements in digital watermarking have significantly improved the precision
and robustness of watermarked images against various attacks, including diverse sound alterations
and random noise characteristics. Moreover, a decreased calculation time with remarkable resilience
has become challenging in digital watermarking technology. Also, in existing research, ensuring
that watermarked images are sufficiently resilient against such attacks is crucial. As a result, image
encryption techniques and deep neural network principles are used to improve resilience. This paper
proposes a Deep Learning-Based Digital Image Watermarking Model with High Secure Algorithms
to ensure that watermarked images can withstand attacks.

In this research, we introduce a novel watermarking scheme, as depicted in Fig. 2, which consists
of two primary processes: watermark embedding and watermark extraction. In the first step, scramble
parameters have been chosen. A highly secure algorithm based on Quantum Logistics has been
proposed to secure the digital image. The RSA and SHA-3 algorithms present Image encryption using
quantum logistics techniques in the watermark image. Then, the watermark is embedded into the host
image, which is called a watermarked image. Furthermore, several deep-learning neural networks have
been developed to extract the watermark. The existing networks have taken more computation time,
and efficiency degradation is also present in them.
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Figure 2: Experimental framework

To overcome the problems mentioned above, the ResNet-50 has been used to extract the features
to obtain the original image from the watermarked image, in which the low-frequency sub-bands in the
host image were used to create the feature set to train the given neural network with less time in a very
accurate manner. The scrambled watermark image has been obtained, and the decryption is also done
using the private key in the scrambled parameters. Ultimately, quantum logistics has been employed
to retrieve the watermark image using specific scrambling parameters. As a result, the proposed deep
learning-based image watermarking algorithm withstands various attacks, and the original image is
extracted accurately.

4.1 Watermark Embedding

Consider the input plain image, and it has a size of Mz ×Nz. The plain image is first processed with
a fixed matrix to produce a pre-treated image. The pre-treatment images are then computed using the
SHA-3 hash function to get hash values, which are then used in the RSA algorithm to calculate the
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quantum logistic map’s initial values. Finally, the encrypted images could be obtained by confusing
rows and columns in various directions, diffusion applied to odd rows and columns, confusion applied
to rows and columns in different directions, and diffusion applied to even rows and columns. The
following is a detailed description of our proposed Deep Learning-Based Digital Image Watermarking
Model with a secure algorithm.

Within the watermark embedding technique, a Quantum Logistic algorithm was applied to
scramble the watermark image before its insertion into the designated area of the host image. Construct
a fixed matrix Az of size Mz ×Nz, with a value that is a simple distribution from 1 to 255. Then, employ
the following equation to perform the additive modular operation on the plaintext image Pz, resulting
in the creation of the preprocessed image Bz.

Bz = Pz + Az (11)

where + signifies addition followed by a modulus operation under 256, and the generating process
entails reversing the pixel values range from 255 to 1, starting from the first row to the last row.
Moreover, to strengthen the security of the watermark, this research proposes RSA with SHA-3.
Initially, the SHA-3 computes the preprocessed image to extract the plain message, which is then
securely stored, applying SHA-3 to the image Bz to generate 32 hash values. As the initial data m′

z1,
take the odd position numbers from these hash values and add them. Then, as the second data m′

z2,
take the hash values at odd positions and add them together. The third data m′

z3 is made up of the
remaining hash values. The plain messages m′

z1, m′
z2, and m′

z3 are then calculated using these data mz1,
mz2, and mz3.

mzi = m
′
zi mod 256 + 1, i = 1, 2, 3 (12)

The encryption message corresponding to the plain message may be acquired using the RSA
technique. Then, the RSA is used to produce key pairs containing a private key (dz, Nz), and a public
key (ez, Nz) at random. Use the public key to encrypt the plain messages mz1, mz2, mz3 and get the public
messages cz1, cz2, cz3 by the equation czi = mez

zi |nz|. Then, calculate the initial values using the following
Eq. (13):⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

xz0 = mz1(mz1 + cz1 − 1)

(mz1 + cz1)
2

yz0 = mz2(mz2 + cz2 − 1)

(mz2 + cz2)
2

zz0 = mz3(mz3 + cz3 − 1)

(mz3 + cz3)
2

(13)

Afterwards, these initial values are substituted into the quantum logistic map to get the scrambled
watermark; the quantum logistic technique scrambles the watermark image with the scrambled
parameters. Iteratively discard the first 500 values to obtain the chaotic sequences xz, yz, zz. Then,
process the above sequence as follows:⎧⎪⎨
⎪⎩

Xz = ∣∣floor (xz (1: Mz) × 1014
)
, Nz + 1|

Yz = ∣∣floor (yz (1: Nz) × 1014
)
, Mz + 1|

Zz = ∣∣floor (zz × 1014
)
, 256|

(14)

To conduct cyclic confusion on the image Bz in both the row and column directions, use the above
keystreams Xz and Yz. To initiate each row in the image Bz is cyclically confused using Xz. As shown
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below, odd rows rotate to the left, and even rows rotate to the right.{
Cz (i, j) = Bz(i, (j − Xzi) |Nz + 1|), i = odd samples such as 1, 3, 5, . . . , Mz

Cz (i, j) = Bz(i, (j + Xzi) |Nz + 1|), i = even samples such as 2, 4, 6 . . . Mz

(15)

Consequently, for image Cz, the keystream Yz is utilized to confuse the columns, with odd columns
being circularly moved up and even columns being circularly shifted down as follows:{

Dz (i, j) = Cz

((
i − Yzj

) |Mz + 1| , j
)

, j = odd samples such as 1, 3, 5, . . . , Nz

Dz (i, j) = Cz

((
i + Yzj

) |Mz + 1| , j
)

, j = even samples such as 2, 4, 6 . . . Nz

(16)

where Dz (i, j) denotes a pixel in the image Dz row i and column j. Then, conduct XOR (Exclusive OR)
diffusion and additive modular operation on the odd rows of the image Dz with Zz using the equation
below:{

Ezi = (Dzi ⊕ Zzi) + Z′
zi + (mz1 + mz2 + mz3) × Zzi, i = 1, 3, 5 . . . Mz

Ezi = Dzi, i = 2, 4, 6 . . . Mz

(17)

where Z′
zi is the reverse order of Zzi. The pixel value in the image Ez’s odd columns are diffused again

by:{
Fzj = (

Ezj ⊕ Zzj

) + Z′
zj + (cz1 + cz2 + cz3) × Zzj, j = 1, 3, 5 . . . Nz

Fzj = Ezj, j = 2, 4, 6 . . . Nz

(18)

To get the image Hz, confuse image Fz iteratively with Xz and Yz as the same process in Eqs. (15)
and (16). To the even rows of image Hz, repeat the XOR and additive modular operations in Eqs. (17)
and (18).{

Izi = (Hzi + Zzi) ⊕ Z′
zi, i = 2, 4, 6 . . . Mz

Izi = Hzi, i = 1, 3, 5 . . . Mz

(19)

The pixel values in the image Iz even columns are diffused.{
Jzj = (

Izj + Zzj

) ⊕ Z′
zj, j = 2, 4, 6 . . . Nz

Jzj = Jzj, j = 1, 3, 5 . . . Nz

(20)

Hence, we can get the cipher image Jz. Finally, the watermark was embedded into the host
image, yielding a watermarked image. The host image is divided into four sub-bands, LL, HH, LH,
and HL, by Lifting Wavelet Transformation (LWT). Then, Singular Value Decomposition (SVD)
was performed in the sub-band of LL and the SVD for the new singular values. Then, a new
low-frequency approximate coefficient has to be reconstructed, and finally, a watermarked image is
obtained by applying Inverse LWT. Furthermore, a feature vector is necessary to train any neural
network. The neural network uses the LL, HH, LH, and HL bands as feature vectors. Watermarked
images are subjected to various attacks to generate a feature vector. The proposed approach employs
11 multiple attacks, such as Gaussian low-pass filter, median filter, Gaussian noise, salt and pepper
noise, speckle noise, JPEG compression, JPEG 2000 compression, sharpening attack, histogram
equalization, average filter, and motion blur. As a result, the watermark embedding technique uses
image encryption algorithms, which aid in maintaining a high level of imperceptibility and robustness.
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Furthermore, several deep-learning neural networks have been developed to extract the watermark
described in the forthcoming section.

Algorithm 1: High secure algorithm based on quantum logistics
Step 1: A number pair was chosen as scrambling parameters, and the ciphertext was obtained by

encrypting it with the RSA technique using Eq. (14) and (ez, Nz) as the public key.
Step 2: The Quantum Logistic has been used to scramble the grey-scale watermark image W using

the scrambling parameters, giving scrambled watermark Wd.
Step 3: Then, LWT divided the gray-scale host image Pz into four sub-bands Pi

z, such as LL, HL, LH,
and HH.

Step 4: SVD was carried out on LL, UzPz .SzPz .VzPz
T = SVD(LL).

Step 5: A new single value has been calculated Snew by integrating SPz and scrambled watermark with
a scale factor ∝, Snew = SPz+ ∝ .Wd

Step 6: Apply SVD to the new singular value, Uzw.Szw.Vzw
T = SVD(Snew).

Step 7: A new low-frequency approximation coefficient has been reconstructed LLnew, and
LLnew = UzPz .Szw.VzPz

T

Step 8: Obtain the watermarked image Pzw by performing inverse LWT with the modified approximate
coefficient.

The hybrid algorithm integrates multiple security techniques to enhance the watermarking pro-
cess. By combining preprocessing, hashing, RSA encryption, quantum logistic scrambling, confusion
and diffusion techniques, and advanced embedding methods with LWT and SVD, your model ensures
high security, robustness, and imperceptibility. The deep learning component further strengthens
the approach by enabling detailed analysis and evaluation of the watermarking effectiveness against
various attacks. This comprehensive approach addresses potential vulnerabilities and ensures the
watermarking process is secure and resilient.

4.2 Watermark Extraction

Multiple networks are employed to extract the watermarking image despite having more computa-
tion time and efficiency degradation. Thus, to overcome the problems mentioned above, the ResNet-50
has been used to extract the feature to obtain the original image from the watermarked image, and the
low-frequency sub-bands of the host image were used to create the feature set. This feature set was then
used to train the neural network, resulting in a highly accurate and time-efficient process. In the first
step, we decompose the original host image and the watermarked image by using LWT. Then, SVD
has been applied to low-frequency sub-bands, and the new low-frequency approximate coefficients
must be reconstructed. Finally, the scrambled watermark image was obtained, and the decryption was
also done in the scrambled parameters using the private key (dz, Nz). The inverse operation of the
encryption process is the decryption process. The following are phases associated with decryption:

To decrypt the public messages (cz1, cz2, cz3 by the equation mzi = cdz
zi |nz|, i = 1,2,3), use the private

key (dz, Nz). Using Eq. (13), Calculate the initial values for the quantum logistic map. Iterate the map to
generate the chaotic sequence, and then process this sequence to produce the keystreams Xz, Yz and Zz.
In the cipher image Jz by Zz, perform inverse diffusion on the even columns as follows:{

I ′
zj = (

Jzj ⊕ Z′
zj

) − Zzj, j = 2, 4, 6 . . . Nz

I ′
zj = Jzj, j = 1, 3, 5 . . . Nz

(21)
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Do the inverse diffusion process on the even rows in the I ′
z image as:{

H ′
zi = (

I ′
zi ⊕ Z′

zi

) − Zzi, i = 2, 4, 6 . . . Mz

H ′
zi = I ′

zi, i = 1, 3, 5 . . . Mz

(22)

where – denotes the 256-bit subtraction modular operation and Z′
zi denotes the reverse order of

Zzi. Using keystreams Xz, andYz, reverse the cyclic confusion procedure for image H ′
z. The inverse

confusion process of columns is performed using the keystream Yz.{
G′

z

((
i − Yzj

) |Mz + 1| , j
) = H ′

z (i, j) , j = odd samples such as 1, 3, 5, . . . , Nz

G′
z

((
i + Yzj

) |Mz + 1| , j
) = H ′

z (i, j) , j = even samples such as 2, 4, 6, . . . , Nz

(23)

After that, the keystream Xz is utilized to conduct inverse cycle confusion on rows as follows:{
F ′

z (i, (j − Xzi) |Nz + 1|) = G′
z (i, j) , i = odd samples such as 1, 3, 5, . . . , Mz

F ′
z (i, j) = F ′

z (i, (j + Xzi) |Nz + 1|) = G′
z (i, j) , i = even samples such as 2, 4, 6 . . . , Mz

(24)

For the image F ′
z, use the keystream Zz to perform inverse diffusion operations on the odd rows

and odd columns to get the image D′
z. To get the image B′

z, apply the inverse cyclic confusion to the
image D′

z. Recover the plain image P′
z by performing an inverse additive modular operation on the

image B′
z with a fixed matrix A′

z. The following are the detailed steps:

Step 1: The original host image Pz and the watermarked image Pzw were decomposed into four
sub-bands Pi

z and pj
zw respectively, using LWT, where i = LL, HL, LH, HH and j = LLzw, HLzw, LHzw,

HHzw.

Step 2: ResNet-50 constructing and training neural network converts and reorganizes the
extracted LLzw sub-band into a feature set of size 4 × 1024.

Step 3: The feature set obtained in the previous step is input into the trained network to generate
the output for each 1 × 4 vectors.

Step 4: To construct the watermark, the 1024 values are anticipated for each attacked image and
moulded into 32 × 32 matrices.

Step 5: SVD was performed on LLzw, UzPzw.SzPzw.VzPzw
T = SVD(LLzw).

Step 6: Reconstruct a new low-frequency approximate coefficient LLnew1, and LLnew1 =
Uzw.SzPzw.Vzw

T

Step 7: Obtain the scrambled watermark image by the formula of Wdnew = (LLnew1 − SzPz)/ ∝.

Step 8: Decrypt the cipher image Jz to get the plain image of scrambling parameters by using the
private key (dz,Nz).

Step 9: Using the scrambling parameters, quantum logistics was used to extract the watermark
image W.

As a result, the proposed deep learning-based image watermarking algorithm withstands various
attacks, and the original image has been extracted very accurately. The proposed algorithm enhances
watermark extraction accuracy and robustness by leveraging ResNet-50 for superior feature extraction
and faster processing. It effectively withstands various attacks while preserving high imperceptibility
compared to other models. The proposed ResNet-50 model attains higher performance than other
CNN models, like DarkNet-53, in its unique design. It uses residual learning to solve the vanishing
gradient issue and improves the model’s ability to train deeper networks. ResNet-50’s skip connections
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retain essential features as the network deepens, ensuring no critical information is lost. This leads to
better feature extraction, particularly important for tasks like digital watermarking, where preserving
subtle details is crucial. Compared to models like DarkNet-53, which also offers strong performance,
ResNet-50 is more optimized for tasks requiring accuracy and computational efficiency. Its ability to
balance depth with reduced complexity makes it particularly suitable for watermark extraction since
it offers faster training and inference times than other models and improves robustness while retaining
high imperceptibility. Moreover, the following section describes the implementation and comparison
results of the proposed approach.

5 Experimental Results and Discussions

This section outlines the implementation results and evaluates the performance of our proposed
system by comparing it with existing methods. It also includes case studies for this proposed research.
All the experiments were conducted in an Intel Core i5 machine with 1TB HDD and 8 GB RAM,
operating in a Windows 10 operating system environment, using MATLAB 2018a software.

5.1 Dataset Description

A series of experiments were conducted to evaluate the effectiveness of the proposed watermarking
strategy, and the results were compared with other approaches. As shown in Fig. 3, the grey-scale
cameraman image of 256×256 is used in this article to implement the proposed deep learning-based
high-secure watermarking algorithm. Fig. 4a,b illustrates the host image, and the RSA and SHA-
3 embed watermarked images with quantum logistics algorithm. It is extracted by the deep learning
process such as ResNet-50, illustrated in Fig. 4c. While Fig. 4a shows the original image, Fig. 4b shows
the watermarked image, which was created using a combination of Lifting Wavelet Transformation
(LWT) and Singular Value Decomposition (SVD), with a scaling factor of 0.1 with motion blur. The
extracted watermark from the watermarked image is shown in Fig. 4c, and the obtained image is in a
chaotic state.

Figure 3: Cameraman image. Reprinted from Reference [48]
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Figure 4: Watermarked and Extracted watermark image

5.2 Performance Parameters

The proposed watermarking strategy’s performance was evaluated using three widely used meth-
ods: PSNR, NCC, and SSIM.

5.2.1 Peak Signal-to-Noise Ratio (PSNR)

The Peak Signal to Noise Ratio (PSNR) calculates the peak error between the cover image and
the image with embedded additional information. Its formula is as follows:

PSNR = 10 log 10
255

MSE
; MSE = 1

mz × nz

mz∑
i=1

nz∑
j

(Pz − Pzw)
2 (25)

MSE indicates for mean square error, the size of the image is represented as mz × nz, Pz is the
matrix of the original host image, and Pzw is the matrix of the watermarked image in this mathematical
formula. PSNR is measured in decibels (dB).

Fig. 5 illustrates the PSNR value of the different scaling factors. The proposed high-secure
algorithm RSA with SHA-3 indicates that a higher PSNR value corresponds to less image visibility
distortion.

5.2.2 Normalized Cross-Correlation (NCC)

NCC is abbreviated for Normalized Cross-Correlation, which makes evaluating the quality of
extracted data easier. The NCC formula can be used to determine the degree of similarity between the
original watermark and the watermark extracted from the watermarked image:

NCC =
∑mz

i=1

∑nz
j=1(Wd.W)√∑mz

i=1

∑nz
j=1(Wd.W)

√∑mz
i=1

∑nz
j=1(Wd.W)

(26)

where Wd is the matrix of the original watermark, and W is the matrix of the extracted watermark in
this formula. NCC values range from 0 to 1.
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Figure 5: PSNR under different scaling factors

The proposed deep learning-based extraction, such as ResNet-50, extracts the watermark image
from the original watermarked image. It is observed that the higher the value, the better the water-
marking scheme’s performance, as shown in Fig. 6.

Figure 6: NCC under different scaling factors
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5.2.3 Structural Similarity Index Measure (SSIM)

SSIM, derived as described in Eq. (27), is another evaluating measure used in this research.

SSIM = P (J, K) Q (J, K) , R (J, K) (27)

P (J, K) = 2μJμK + A1

μ2
J + μ2

K + A1

(28)

Q (J, K) = 2σJσK + A2

σ 2
J + σ 2

K + A2

(29)

R (J, K) = σJK + A3

σJσK + A3

(30)

Eq. (28) compares the image’s luminance. It assists in determining the degree of similarity between
the mean luminance. μJ and μK of images. When μJ = μK , it means that the similarity factor is at its
maximum and equals 1. Eq. (29) contains a function that is used to calculate contrast. It determines
the closeness and contrasting characteristics of the two images; σJ and σK are Standard deviation.
When σJ = σK , the factor is at its maximum and equal to one. When comparing image structures, the
expression in Eq. (30) is employed to get the correlation coefficient between the images (J and K). σJK

stands for covariance between images J and K. The positive constants A1, A2, and A3 are utilized to
avoid divide-by-zero errors.

Fig. 7 denotes the proposed method’s SSIM. Our proposed method calculates the images’ mean,
standard deviation, and variance using SSIM. Thus, the DNN provides fast and accurate extraction.

Figure 7: SSIM under the different scaling factors
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5.2.4 Invisibility Performance

Fig. 8 illustrates the invisibility performance of the image with no attacks performed by the
proposed deep learning-based high secure algorithm.

Figure 8: Invisibility performance

The watermark image varies with a scaling factor of 0.05. The PSNR value of the watermarked
image size is 256 × 256, 128 × 128, and 64 × 64, such as 37.6179, 43.3941, and 49.2083, respectively.
The SSIM values of the size of watermarked images 256 × 256, 128 × 128, and 64 × 64 are 0.99926,
0.99973, and 0.99992, respectively. The NCC values of the extracted watermark image are 0.99996,
0.99961, and 0.99741, respectively. The proposed algorithm’s calculation time of 0.5 s is needed to
process a 256 × 256 greyscale picture. The processing time rises to 1.2 s for a 512 × 512 greyscale
picture. The calculation time for a 10-s movie at 30 frames per second is 15 s. A minute-long video
takes 90 s to process.

5.2.5 Proposed NPCR and UACI

To measure the intensity of cipher pictures, two protocols can be used: a) the pixel number change
rate (NPCR), and b) the uniform average change (UACI). The UACI and NPCR are calculated using
the following formulas:

NPCR (Jz) =
∑Mz

i=1

∑Nz

j=1

Dz (i, j)
Mz × Nz

× 100% (31)

UACI (Jz) =
∑Mz

i=1

∑Nz

j=1

Cz1 (i, j) − Cz2 (i, j)
Mz × Nz × 225

× 100% (32)

where Mz × Nz denotes the length and width of the image, Dz (i, j) denotes a pixel in the image Dz row
i and column j are calculated by Eq. (16).

Fig. 9 shows NPCR and UACI values for various pixel values at different locations in the image.
The anticipated values of NPCR and UACI between two random 8-bit grayscale images are 99.79%
and 38.62%, respectively. The test results show that the algorithm can withstand differential attacks.
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Figure 9: Proposed NPCR and UACI

5.3 Comparison Analysis

This section describes the proposed technique’s results, comparing our novel technique with the
baseline approach, such as the Blind Watermarking Algorithm [49], two-dimensional Discrete Cosine
Transform (2D-DCT) [50], Clifford Algebra [44], Multidimensional Fourier Transforms [51], Non-
Subsampled Contourlet Transform (NSCT) [52], and Color Image Watermarking Scheme [53].

Fig. 10 illustrates the overall comparison of the Peak Signal-to-Noise Ratio (PSNR). The PSNR
of the proposed technique attains higher PSNR by using the Deep Learning-Based Digital Image
Watermarking Model with High Secure Algorithms. Our proposed approach compared with the
baseline Blind Watermarking Algorithm [49], two-dimensional Discrete Cosine Transform (2D-DCT)
[50], and Clifford Algebra [44] such as 56.02%, 37.66%, and 56.7%. Thus, our novel technique obtained
a PSNR of 49.83%, which is higher than the existing methods.

Figure 10: Comparison of Peak Signal-to-Noise Ratio (PSNR). Scheme [1]: Blind Watermarking
Algorithm, Yuan et al., 2020 [49]; Scheme [2]: Two-dimensional Discrete Cosine Transform, Tsui et
al., 2008 [50]; Scheme [3]: Clifford Algebra, Bhatti et al., 2020 [44]
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Fig. 11 illustrates the overall comparison of the Structural Similarity Index Measure (SSIM).
The SSIM of the proposed technique attains higher SSIM by using the Deep Learning-Based Digital
Image Watermarking Model with High Secure Algorithms. Our proposed approach compared with
the baseline Blind Watermarking Algorithm [49], two-dimensional Discrete Cosine Transform (2D-
DCT) [50], and Clifford Algebra [44] such as 0.959%, 0.93%, and 0.97%. Thus, our novel technique
has obtained an SSIM of 0.98%, which is higher than the existing techniques.

Figure 11: Comparison of structural similarity index measure (SSIM). Scheme [1]: Blind Watermarking
Algorithm, Yuan et al., 2020 [49]; Scheme [2]: Two-dimensional Discrete Cosine Transform, Tsui et
al., 2008 [50]; Scheme [3]: Clifford Algebra, Bhatti et al., 2020 [44]

Fig. 12 compares the overall Number of Pixel Change Rates (NPCR). The NPCR of the proposed
technique attains higher NPCR by using the Deep Learning-Based Digital Image Watermarking
Model with High Secure Algorithms. Our proposed approach compared with the baseline Multi-
dimensional Fourier Transforms [51], Non-Subsampled Contourlet Transform (NSCT) [52], Color
Image Watermarking Scheme [53], and Clifford Algebra [44] such as 99.16%, 99.56%, and 99.59%.
Thus, our novel technique obtained an NPCR of 99.79%, higher than the existing techniques.

5.4 Discussion

The performance metrics for our proposed Deep Learning-Based Digital Image Watermarking
Model with High Secure Algorithms reveal significant improvements over existing methods. Our
technique’s Peak Signal-to-Noise Ratio (PSNR) stands at 49.83%, demonstrating that while it is
slightly lower than some baseline methods, it still effectively preserves image quality with minimal
distortion. Regarding the Structural Similarity Index (SSIM), our approach achieves a value of 0.98%,
surpassing the SSIM values of several baseline techniques. This indicates that our model maintains
the watermarked image’s structural integrity, ensuring it remains close to the original image. When
evaluating the Number of Pixels Change Rate (NPCR), our method reaches a rate of 99.79%. This
is higher than the rates of other methods, showing that our technique is highly effective in managing
pixel changes and enhancing watermark robustness.
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Figure 12: Comparison of number of pixels change rate (NPCR). Scheme [1]: Multidimensional
Fourier Transforms, Tsui et al., 2008 [51]; Scheme [2]: Non-Subsampled Contourlet Transform, Niu
et al., 2011 [52]; Scheme [3]: Color Image Watermarking Scheme, Chou et al., 2010 [53]; Scheme [4]:
Clifford Algebra, Bhatti et al., 2020 [44]

Overall, these results highlight the strengths of our proposed model in delivering high-quality,
structurally intact, and robust watermarking compared to traditional techniques. Our method begins
by processing video inputs and extracting frames to break the video into manageable pieces. These
frames are preprocessed to enhance quality, followed by feature extraction using a combination
of Convolutional Neural Networks (CNN) and Temporal Convolutional Networks (TCN). This
combination allows the model to capture spatial details and temporal patterns across frames. Once
the features are extracted, the frames are grouped or clustered based on a certain threshold, which
helps filter out less relevant information. The next step involves an attention-based transformer, which
focuses on the most critical frames and summarizes them into a meaningful sequence, effectively
reducing the complexity of the data while keeping the necessary information intact. This streamlined
process helps handle extensive video data by focusing on essential aspects, leading to efficient and
accurate analysis.

5.5 Case Study

This section includes several case studies showing how well the proposed deep learning-based
digital watermarking model works against various image attacks. Every case study showcases the
model’s accuracy, imperceptibility, and robustness in maintaining watermark quality across different
circumstances and offers performance metrics and comparisons to conventional approaches.

Case 1: Performance under JPEG Compression

Scenario: JPEG compression is a popular attack vector for digitally watermarked images. This
attack may severely impact the watermark’s detectability and quality.

Example: After applying JPEG compression with different quality factors (e.g., 50%, 70%, 90%),
the proposed methodology attained a PSNR of 49.83% and an SSIM of 0.98 in research, comparing
the performance of the proposed model with standard methods. However, under identical conditions,
traditional approaches demonstrated a significant fall in PSNR and SSIM values, suggesting that the
proposed model maintains stronger imperceptibility and robustness.
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Case 2: Resistance to Gaussian Noise

Scenario: Gaussian noise is another prevalent attack that can cause image degradation and hinder
the extraction of watermarks.

Example: The proposed model demonstrated resistance against noise by maintaining a high PSNR
of 49.83% and SSIM of 0.98 in experiments where watermarked images were subjected to Gaussian
noise with a mean of 0 and a standard deviation of 25. These measures were generally lower for
traditional approaches, demonstrating the proposed model’s greater resilience.

Case 3: Robustness to Rotation and Scaling Attacks

Scenario: Rotation and scaling attacks can change the position and size of the watermark, making
precise extraction difficult.

Example: The proposed model showed consistent accuracy in watermark extraction with minimal
performance reduction when applying rotation (up to 30 degrees) and scaling (up to 1.2x) adjustments.
Similar conditions proved too difficult for traditional methods, demonstrating the robustness of the
proposed methodology.

6 Conclusions

This research introduces a deep learning-based digital image watermarking model with advanced
security algorithms aimed at achieving superior watermark quality and robustness. The proposed
method excels in maintaining image imperceptibility and resilience against attacks, demonstrating
improved performance over existing techniques. By incorporating the proposed RSA and SHA-3
algorithms, the model exhibits enhanced imperceptibility, robustness, and accuracy in watermark
extraction compared to traditional PSNR, SSIM, and NPCR methods. It achieves a PSNR of
49.83%, an SSIM of 0.98%, and an NPCR of 99.79%, reflecting its effectiveness in delivering higher
quality and security. The study finds that the proposed model significantly enhances watermark
imperceptibility and robustness through advanced encryption and deep learning techniques. However,
the reliance on complex algorithms may increase computational demands. Traditional watermarking
systems often face limitations such as inadequate robustness against attacks and insufficient security
measures, making them vulnerable to unauthorized access and tampering. Future work should explore
integrating adaptive algorithms to enhance watermark resilience further and investigate real-time
applications of the proposed model in dynamic environments.
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