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ABSTRACT

Angle detection is a crucial aspect of industrial automation, ensuring precise alignment and orientation of
components in manufacturing processes. Despite the widespread application of computer vision in industrial
settings, angle detection remains an underexplored domain, with limited integration into production lines. This
paper addresses the need for automated angle detection in industrial environments by presenting a methodology
that eliminates training time and higher computation cost on Graphics Processing Unit (GPU) from machine
learning in computer vision (e.g., Convolutional Neural Networks (CNN)). Our approach leverages advanced image
processing techniques and a strategic combination of algorithms, including contour selection, circle regression,
polar warp transformation, and outlier detection, to provide an adaptive solution for angle detection. By configuring
the algorithm with a diverse dataset and evaluating its performance across various objects, we demonstrate its
efficacy in achieving reliable results, with an average error of only 0.5 degrees. Notably, this error margin is 3.274
times lower than the acceptable threshold. Our study highlights the importance of accurate angle detection in
industrial settings and showcases the reliability of our algorithm in accurately determining angles, thus contributing
to improved manufacturing processes.

KEYWORDS
Angle detection; image processing algorithm; computer vision; machine vision; industrial automation

1 Introduction

Computer vision technologies have gained significant traction in various industrial applications
[1–4], revolutionizing processes across production lines [5–8]. Despite these advancements, angle
detection remains an underexplored domain, especially in its integration into industrial production
lines. Accurate angle detection is crucial for tasks such as assembly, painting, and 3-dimensional
(3D) scanning, where precise alignment and orientation of components are essential for quality and
efficiency. However, several challenges complicate effective angle detection in industrial environments.
Variability in object shapes, occlusions, and lighting conditions create significant obstacles, making it
difficult to achieve reliable and consistent angle detection. Addressing these challenges is imperative
to enhance the accuracy and reliability of angle detection algorithms in real-world industrial settings.
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While computer vision techniques have been extensively employed for tasks such as object
recognition [9–11] and segmentation [12–15], the application of angle detection algorithms within
production environments remains limited [16–19]. The complexity of industrial settings, characterized
by diverse object geometries and dynamic conditions, poses significant challenges for existing angle
detection methods. Current algorithms often struggle to maintain accuracy and robustness, leading to
inefficiencies and an inability to handle various complex circular objects.

The recent study conducted by Kayğusuz et al. [16] presents a novel machine vision algorithm
aimed at detecting angles in industrial settings, particularly focusing on simple circular workpieces. By
analyzing vectors extending from the center to the edges of the objects, the algorithm demonstrates
efficacy in angle detection. Kayğusuz et al.’s research contributes valuable insights into machine vision
applications for industrial angle detection, yet further advancements are necessary to address the
complexities inherent in diverse industrial contexts.

The studies conducted by Shi et al. [17] and Wang et al. [18] employ deep learning techniques
for object detection, specifically focusing on non-circular objects. However, due to the shape bias
inherent in the utilized datasets, these methods encounter limitations when applied to circular objects.
Additionally, Maji et al. [19] investigate the application of Convolutional Neural Networks (CNNs)
for detecting angles within landscape datasets. As highlighted in the research, this approach to angle
detection is novel but is primarily focused on non-industrial contexts.

Moreover, the integration of accurate angle detection by computer vision into industrial produc-
tion lines is critical [20–24]. Computer vision technologies are instrumental in optimizing numerous
operations, including assembly [25–27], scanning, painting, and quality control [28–30]. The precise
detection of angles ensures the correct alignment and orientation of components, thereby enhancing
manufacturing efficiency and product quality. Nonetheless, current angle detection methods often
require extensive algorithmic understanding for configuration setup.

Addressing the need for automated angle detection in industrial settings is imperative to streamline
production processes and enhance productivity [31,32]. By harnessing the power of computer vision
technologies, there exists immense potential to develop robust and efficient angle detection algorithms
tailored to the specific requirements of industrial production lines.

This paper aims to bridge the gap by presenting a methodology for automated angle detection,
emphasizing its significance in optimizing manufacturing operations and paving the way for advance-
ments in industrial automation. Our primary goal is to devise a methodology capable of effortlessly
adapting to a wide range of objects, thereby enhancing the flexibility and efficacy of manufacturing
operations. To achieve this, we address the challenge of angle detection within industrial production
lines, avoiding the need of the data preparation such as data augmentation [33] and complex training
procedures typically associated with Machine Learning or Deep Learning techniques [34,35]. These
techniques often demand extensive training time and significant computational resources, particularly
when utilizing Graphics Processing Unit (GPU) like Convolutional Neural Networks. However, the
scarcity of semiconductor chips worldwide [36] renders relying solely on GPU-intensive approaches
impractical. Therefore, employing traditional computer vision methods that do not rely on GPUs can
reduce the demand for GPUs and indirectly lead to cost savings in equipment for the project.

In summary, our paper makes several key contributions:

- We introduce a novel image-processing-based algorithm designed to accurately detect angles of
a wide range of objects within industrial settings, particularly focusing on circular objects.
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- We apply comprehensive mathematical principles and computer vision techniques to develop
and refine the proposed algorithm, ensuring its effectiveness and reliability in real-world applications.

- We provide valuable information and methodologies relevant to manufacturers and researchers
in the manufacturing process for circular objects, offering insights that can be directly implemented
to enhance automation processes and improve overall efficiency.

This paper is organized into several sections to guide the reader through the research process and
findings systematically. Section 1 introduces the topic, the problem statement, and the significance of
the study. Section 2 provides the background and application offering a detailed of the system design
and application for angle detection. Section 3 outlines the methodology, including the mathematical
principles and computer vision techniques employed in developing the automated angle detection
algorithm. Section 4 presents the experimental setup, including the environment setup, implemen-
tation details, and evaluation metrics for assessing the algorithm’s performance. Section 5 discusses
the results of the experiments, analyzing the proposed method’s performance and demonstrating its
effectiveness in industrial applications. Section 6 provides a detailed analysis of the implications of
the findings for industrial practices. Finally, Section 7 concludes the paper by summarizing the key
contributions of the study, reflecting on the significance of the proposed methodology, and outlining
directions for further exploration in the field of angle detection for industrial applications.

2 Background and Applications

In this study, a manufacturing system designed for circular objects of varied shapes and sizes is
presented. This system is designed for multipurpose to operate many industrial tasks on the circular
objects such object 3-Dimensional (3D) scanning and assemble. The system comprises a rotatable
platform, a centering mechanism to adjust the placed object on the center of the platform precisely, a
vision system, and a robot arm for measurement operations and 3D scanning, as illustrated in Fig. 1.
The implementation of the angle detection algorithm is detailed in the flow chart depicted in Fig. 2.
The process commences with the input image, which is subjected to image classification to ascertain
the class of the object. Subsequently, the image classification algorithm selects the appropriate
configuration file for each object, facilitating further processing steps. However, the purpose of
mentioning image classification algorithm which uses DenseNet-201 as the backbone, is to present
an algorithm handle the configuration selection for each object. In this paper, the image classification
algorithm will not be detailed because the focus is on demonstrating how the angle detection algorithm
operates using the preset configuration. The algorithm then reads the configuration based on the object
class, enabling a tailored approach for angle detection. The precise determination of angles is a crucial
step that directly influences the subsequent manufacturing processes such as assembly, painting, and
3D scanning [28–30].

Upon successful angle detection, the algorithm directs the rotation of the object, paving the
way for the initiation of specific processes such as scanning or painting. This sequence ensures
that the industrial line dynamically adapts to the characteristics of each object, thereby optimizing
manufacturing efficiency.

In the following sections, we detail the employed methodology, encompassing image processing
techniques, contour selection, circle regression, polar warp transformation, outlier detection, and
a unique angle calculation approach. The amalgamation of these elements forms the core of our
training-free algorithm, contributing to a robust and adaptive solution for angle detection in industrial
production lines.
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Figure 1: Machine system for angle detection operation system

Figure 2: Overall flow chart of the project system

3 Methodology

The methodology employed in this study is centered around a comprehensive approach to angle
detection within industrial production lines. Leveraging advanced image processing techniques, we
amalgamate a series of algorithms to enhance accuracy and adaptability. The initial step involves
combining multiple algorithms to form a cohesive image processing framework that allows the
process to be adjustable for each case through configuration setup. Subsequently, contour selection
is employed to extract the desired contours from the processed images, forming the foundation for
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subsequent analyses. To facilitate precise angle determination, circle regression is utilized, where the
equation governing the regression process is outlined. The methodology incorporates Polar Warp
Transformation using Open-Source Computer Vision Library (OpenCV) [37], employing specific
equations to illustrate the transformation process. An essential step in the process involves the
detection of outlier parts, achieved through contour identification. This intricate methodology ensures
a robust and adaptive solution for automated angle detection in diverse industrial settings as shown
in Fig. 3.

Figure 3: Flow chart of angle detection algorithm

3.1 Image Processing Section

In our approach, each object in the code is treated as an individual setup, incorporating a
multitude of functions that can be customized and configured for specific parameter adjustments. The
fundamental concept underlying our image processing methodology revolves around identification of
a tailored sequence of image processing functions and parameter configurations to extract the contour
of the unique part within the Region Of Interest (ROI). This individualized setup allows for a flexible
and adaptive approach, accommodating the diverse characteristics of various objects encountered in
industrial production lines.

In this study, we develop a low-code platform that utilizes configuration settings instead of hard-
coding to individualize the process for each object, thereby enhancing customization efficiency and
algorithm flexibility. With a diverse array of computer vision functions, including erosion, sharpening,
blurring, thresholding for binarization, Hue, Saturation, Value (HSV) range adjustment, dilation,
edge detection using Canny, Sobel filtering, barrel distortion correction, and cropping, it enables the
execution of various combinations of these functions by setting the configuration differently.

For instance, object A is used as an illustrative example to elucidate the concepts including HSV
color space in range, erosion, and dilation. In the preprocessing stage, the input image undergoes a
series of operations within the individual setup. These operations may include techniques such as HSV
color space to focus the interest of region, noise removal by erosion and dilation as shown in Figs. 4
and 5A,B, respectively. Following the preprocessing, the focus shifts to contour selection, a critical
step in isolating the unique part of the region of interest.
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Figure 4: Original image of object A

Figure 5: Image of object A after processing (A): HSV processing, (B): Erode and Dilate operations

The challenge of this algorithm is that a tiny unique part should be precisely detected for
determination of the angle of the object. To tackle this challenge, we applied a function to expand
the image in the radial direction using barrel distortion method.

The barrel distortion model, often expressed using the Brown-Conrady model, describes how the
distorted coordinates (xd, yd) are related to the undistorted coordinates (xu, yu) in the image plane.
k1, k2, k3, ... are radial distortion coefficient. The equations for barrel distortion correction are given
by:

xd = xu(1 + k1r2 + k2r4 + k3r6 + . . .) (1)

yd = yu

(
1 + k1r2 + k2r4 + k3r6 + . . .

)
(2)
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where the terms k1, k2, k3, . . . account for the nonlinear radial distortion effects and r the radius of the
circle. The higher-order terms (k2, k3, . . .) capture more complex distortions but are often negligible
for many practical applications.

To correct barrel distortion, you need to invert these equations to find the undistorted coordinates
(xu, yu) from the distorted coordinates (xd, yd). This involves solving a nonlinear optimization problem,
typically using iterative methods like the Newton-Raphson method. Fig. 6 shows a new object B, on
which barrel distortion is used to extend the image in the radial direction as shown in Fig. 7A. You can
see the size of the notch at the inner circle is larger than the original image. Finally, Hue, Saturation,
Value (HSV) color space in range in image processing is applied to the image as shown in Fig. 7B.

Figure 6: Original image of object B

Figure 7: Image of object B after processing (A): barrel distortion (B): HSV processing
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3.2 Contour Selection

The purpose of contour selection is to delineate the area of the object that corresponds to the
circular shape represents. This process places particular emphasis on isolating the center of the object,
as it serves as a crucial reference point for subsequent steps. Specifically, the extracted contour is
utilized in circle regression for determination of the circle’s parameters. This circle is then employed
with warp polar transformation, facilitating the conversion of the circular image into a linear format.
This transformation simplifies the angle calculation equation, streamlining the overall process.

In the contour selection process, our system utilizes a variety of area filtering condition function
which can be used for configuring the minimum and the maximum area and sorting contour in the
order by small to large size or large to small size. This function will correctly select the desired contour
to process in the next section of the algorithm. The parameters associated with each function can be
adjusted through the UI and configuration settings, enabling fine-tuning to achieve optimal contour
extraction. The contour selection algorithm will be explained by the Pseudo code in Table 1. In the
first section of the Pseudo code is definition of variables which all are from the configuration and
having data type in the bracket. Using “#” is the comments in the line of code to show the description
of each line.

Table 1: The pseudo code of the contour selection algorithm

Line Pseudo code

1 Area_min = acceptable minimum area (Number)
2 Area_max = acceptable minimum area (Number)
3 Sort_min_to_max = min to max or vice versa (Boolean)
4 N_contour = number of selected contour (Number)
5 Contours = findContour(image) # Image is an input to find list of contours as Contours
6 QualContours = [] # make an empty list to keep the Qualified contours as “QualContours”
7 For contour in Contours: # loop all contour in contours list.
8 If Area_min < area(contour) < Area_max: #acceptable range to filter the contour in range
9 Qualcontours.append([area, contour]) # keep in the Qualified contours in the list
10 QualContours = SortByArea(contour) # sort min to max
11 If Sort_min_to_max == True:
12 SelectedContour = QualContours[0: N_contour] # first n, pick n smallest contour
13 Else:
14 SelectedContour = QualContours[−1:−1−N_contour] # last n, pick n largest contour
15 Return SelectedContour

This tailored sequence of image processing functions ensures adaptability to diverse objects
within the industrial production line, allowing for precise and efficient contour identification. The
individual setup approach not only streamlines the image processing pipeline but also provides a user-
friendly interface for operators to customize the system based on the unique attributes of each object,
contributing to the overall flexibility and robustness of our methodology. These examples demonstrate
contour selection on objects A and B, where the largest contour in each image is selectively chosen, as
depicted in Fig. 8A,B, respectively.



IASC, 2024, vol.39, no.4 607

Figure 8: Contour selection (A): object A (B): object B

3.3 Circle Regression

In this study, circle regression is utilized as the circle detection algorithm. Since the input images
from the previous process contain distinct circles and single contours, circle regression does not require
a parameter tuning process for inputting the function. In contrast, the Hough Circle method in
OpenCV [36] necessitates input parameters. This is the rationale for selecting the regression model.

Circle regression is a type of regression analysis where the goal is to fit a circle to a set of data
points. This can be useful in various applications such as computer vision, image processing, and
geometric modeling.

When fitting a circle to a set of data points (xi, yi), the general circle equation is given by:

(xi − a)
2 + (yi − b)

2 = r2 (3)

where (a, b) are the circle’s center coordinates, and r is the radius.

To achieve circle fitting, the objective is to determine values for a, b, and r that minimize the sum of
squared distances or errors between the data points and the predicted circle. In this study, we employed
a linearization method to solve the circle fitting, starting with the standard circle equation in (4):

x2 + y2 + Dx + Ey + F = 0 (4)

where D, E, F can be calculated by the following equations:

D = −2a (5)

E = −2b (6)

F = a2 + b2 − r2 (7)

By solving (4)–(7), we find values for a, b, and r, and perform a least squares linear regression to
fit the equation. The example to show the circle regression is in Fig. 9.
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Figure 9: Prediction circle and polar coordinates transformation

3.4 Polar Coordinate Transformation

This section aims to convert a circular image into a linear image through the use of polar coordi-
nate transformation. The discussed transformation involves applying various geometric modifications
to 2D images. Although these modifications do not change the content of the image itself, they alter
the pixel grid’s shape and project this modified grid onto the resulting image. To maintain optimal
quality and prevent distortion, the projection occurs in the reverse direction—from the output image
back to the input. In this process, for every pixel (x, y) in the output image, the functions identify the
corresponding original pixel in the input image and transfer its value.

The linear image can detect the unique part on the object with the optimal cost of computation,
calculate the angle on the unique part by linear equation. The example of the polar coordinate
transformation as in shown Fig. 9.

In this process, the function used for the polar coordinate transformation is sourced from the
OpenCV library. OpenCV [36] provides a set of functions and tools for computer vision tasks, and
in this specific application, an OpenCV function is employed to carry out the necessary geometric
modifications and pixel grid transformations from circular to linear images.

3.5 Detecting Unique Part and Angle Calculation

In this section, the algorithm will process the linear image obtained from the previous step
to calculate the angle of the object. The algorithm consists of two main steps. The first step is
preprocessing, aimed at cleaning the image for angle detection and object calculation. The second step
involves angle calculation, where the coordinates of the unique part are determined and converted into
the angle of the object, as illustrated in Fig. 10.
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Figure 10: The workflow of angle detection section

3.5.1 Preprocessing

In this stage, there is a configuration designed to regulate the processing of each object. The initial
phase involves inversely binarizing the image to account for situations where the distinctive element
is not situated within the white area. The subsequent phase focuses on the region of interest or the
unique part of the object, addressing scenarios where other parts may be white in the image.

Moving on to the second phase, it holds significance as it deals with instances where the unique
object is positioned at an angle between 0 and 360 degrees, as illustrated in Fig. 11. Without this step,
the algorithm may encounter difficulties in selecting the correct contour in the subsequent stage. This
step involves concatenating the image itself along the y-axis to ensure the unique part completes itself.

To illustrate the rationale behind the concatenation process, consider the unique part positioned
between 0 and 360 degrees, as shown in Fig. 11. Without the concatenation method, the contours
of this unique part would be split into two smaller contours. Consequently, the selected contour for
angle calculation would only encompass a portion of the entire contour. However, employing the
concatenation method ensures that the contour is fully integrated. A visual comparison of the results
obtained with and without the concatenation method is presented in Fig. 11.

Subsequently, the preprocessing step is optimized, paving the way for transition to the next section,
which involves angle calculation.
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Figure 11: Comparison of with and without concatenation method

3.5.2 Angle Calculation

The purpose of this section is to calculate the angle of the object by finding the location of the
unique part in the linear image and calculate the angle based on the Cartesian coordinate converting
to angle of the object. There are two main parts in this section, the first selects contour and calculates
the center of the contour in the linear image, and the second convert the contour’s coordinate to the
angle by an algorithm backed with mathematic equations.

In contour selection of the unique part, the expected input image of the part should be a clean
image expected to have only contours of the unique part or the biggest contour must always be the
contour of the unique part. The condition to select the contour is the largest contour of the input image.
The algorithm of the contour selection is the same with contour selection in the image processing
section, but the parameters are fixed as no limit of minimum and maximum area and the largest
contour will be selected.

In the last step in Fig. 10, the calculation section uses (8) to calculate the angle, given xi, yi the
center coordinate of the indicator or the unique part contour and yf the dimension of linear image in
y-axis after polar coordinate transformation which equals circumstance of predicted circle.

The angle calculation process is determined by two conditions: firstly, if the center of the y-
axis of the selected contour is lower than or equal to the circumference of the predicted circle, the
above equation will be applied. Otherwise, if the center of the y-axis exceeds the circumference of the
predicted circle, the below equation will be utilized:

angle =

⎧⎪⎪⎨
⎪⎪⎩

yi ≤ yf ;
yi ∗ 360

yf

= angle

yi > yf ;
(yi − yf ) ∗ 360

yf

= angle
(8)
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4 Experiment Setup
4.1 Dataset

In this study, we utilized a dataset consisting of 32 objects, each with diameters ranging from 30
to 70 cm, with the aim of detecting the angle of inclination for each object. To create the dataset,
we randomly selected five different angles by controlling the rotatable platform, as described in the
background section. As illustrated in Fig. 1, our system incorporates a rotatable platform designed to
precisely capture data on the angle of rotation and is equipped with a mechanism to ensure that the
object is centered. The following steps outline the process for creating and labeling the dataset:

1. Random Positioning: The object is randomly positioned at various angles on the platform.
2. Rotation to Reference Angle: The platform is rotated until the reference part of the object is

at a 0-degree angle.
3. Accuracy Measurement: The accuracy of the rotation is measured using a laser measurement

system.
4. Image Labeling: Each image of the object is assigned a label corresponding to its angle of

rotation.

These steps ensure the precise and reliable labeling of the image data for the study. Of the five
angles, two were reserved for the configuration setup process, while all five angles were utilized for
algorithm evaluation. Some samples of the dataset are shown in Fig. 12.

Figure 12: Sample of variance of object in the dataset

4.2 Environment Setup

In this experiment, we utilized the HSV color space, which is sensitive to changes in lighting
conditions. Therefore, the light environment was meticulously controlled and maintained at a constant
level throughout the experiment, referred to as the control environment. Additionally, the objects were
positioned at the center of the platform using the machine’s mechanism, as illustrated in Fig. 1. This
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setup ensures consistency and reproducibility and allows for the platform’s utilization in subsequent
processes within the production line.

4.3 Evaluation Matric and Criteria

During the data collection phase, angle measurements were manually labeled by human operators.
This process involved rotating the platform randomly and recording the angle selected at each instance.
Subsequently, both labeled angles and angles predicted by the algorithm were obtained. To assess the
performance of the algorithm, the absolute error as in Eq. (9) between labeled and predicted angles
was calculated.

Absolute error = |Measured value − True value| (9)

Notably, the labeled angles were sensitive to one decimal point accuracy, whereas predictions could
have up to two decimal points. However, for consistency, the evaluation focused on the lowest decimal
point, corresponding to the labeled angles. Thus, the minimum detectable error in this research was
restricted to 0.1 degrees. In the context of this application, the precision demanded by the production
line remains stringent, with an upper limit of 1 mm in diameter deviation. To ascertain the permissible
error margin, the analysis focuses on the largest manufactured object, boasting a diameter of
70 cm, equivalent to a radius of 35 cm. By computing the error angle for the tangent, derived as the
reciprocal of the radius, a value of approximately 1.637 degrees emerges. Thus, this figure represents
the admissible error threshold for the production line, signifying the maximum allowable deviation
from the ideal tangent angle during manufacturing processes. Adherence to this specified limit ensures
compliance with the stipulated precision criterion, maintaining deviations below the designated 1 mm
threshold at the diameter.

5 Result

In this study, we delve into the realm of image processing to investigate the intricate relationship
between algorithm performance, configurations, and expertise. Our research underscores the critical
importance of comprehending algorithmic intricacies and establishing appropriate configurations
before execution. To illustrate our findings, we present a sample outcome obtained through our
research, providing a tangible example of the interplay between algorithm configurations and expertise
in image processing in Fig. 13.

In addition to assessing the accuracy of angle detection, it is crucial to analyze the impact of
various factors such as parameter settings and image preprocessing techniques on the results. Errors
may arise from parameter settings and image preprocessing functions, particularly those that are
sensitive to the position of the region of interest. Examples include barrel distortion, a non-linear
function that expands the image, and morphological operations such as erosion and dilation, which
alter the contour of objects.

In this study, we examine the impact of barrel distortion on object B, as described in the
methodology section (Fig. 6). Barrel distortion can cause objects to appear distorted. To illustrate
this, we measured the diagonal diameter of object B on both sides of the image as shown in Fig. 14.
The measurements yielded diameters of 2.86 units and 2.94 units, respectively.

Despite the slight discrepancy, this error does not significantly affect the results, as the error in
the center of the circle is minimal. Subsequent processing can accurately handle angle detection. The
final result for object B is still accurate as presented in Fig. 15.
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Figure 13: Sample result: original image (Top row), processed image (Middle row) as per the algorithm,
result (Bottom row)

Figure 14: Visualization of distortion of barrel distortion processing on object B

The reliability of the algorithm depends on the quality of the contour selection in the input image
for the circle regression process, as illustrated in Fig. 3. This implies that setting parameters is a crucial
step, and barrel distortion is particularly sensitive to the quality of the object’s contour.

In our study, we found that configuring the algorithm with 29 out of 32 objects from the dataset
yielded optimal results. Among the remaining 3 objects, which comprised circular symmetry objects,
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we observed no discernible impact on the algorithm’s operation. These objects were merely tagged
onto the main dataset, as depicted in Fig. 16. Notably, the absolute error associated with the predicted
angle was measuring only 0.5 degrees. The algorithm demonstrates a 0.5-degree error, which is 3.274
times lower than the acceptable error threshold specified in the evaluation metric and criteria section.
This level of accuracy underscores the reliability of the algorithm in accurately determining angles.

Figure 15: The result of angle detection algorithm on object B

Figure 16: Objects incompatible with our algorithm

6 Discussion

Our angle detection algorithm presents several advancements compared to existing approaches,
particularly in its ability to handle a wide range of objects with unique parts while effectively addressing
barrel distortion. In this section, we delve into the implications and significance of these contributions.
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6.1 Flexibility in Object Handling

The flexibility of our algorithm in accommodating diverse circular objects with unique parts is
a noteworthy feature. Traditional angle detection algorithms often struggle with objects that possess
uncircular shapes [17,18] or simply single circular object [16], leading to suboptimal performance.
By contrast, our algorithm offers a configurable framework that enables fine-tuning of parameters
specific to individual objects. This adaptability enhances detection accuracy across a broad spectrum
of objects, making our algorithm suitable for applications where object variability is prevalent. This
flexibility not only improves overall performance but also enhances the algorithm’s versatility and
applicability in real-world scenarios.

6.2 Customizable Configuration

The customizable configuration options provided by our algorithm offer users unprecedented
control over the detection process. This level of configurability allows for precise optimization of
parameters such as threshold values, feature extraction methods by image processing technique, and
contour selection by filtering techniques. By tailoring these settings to the characteristics of each
object, users can maximize detection accuracy and robustness. This configurability enhances the
algorithm’s usability and effectiveness in a wide range of applications, from industrial automation.

6.3 Addressing Barrel Distortion

Barrel distortion plays a critical role in enhancing the algorithm’s ability to handle varying objects.
In this study, barrel distortion was applied to 4 out of 29 successfully configured objects to address
issues with detecting tiny unique objects. The integration of barrel distortion correction significantly
improves the algorithm’s success rate, emphasizing its importance in achieving reliable angle detection
results across diverse domains. Referring to the size of the region of interest or unique part in Fig. 6 as
the original and Fig. 7A as the applied barrel distortion, it becomes evident that in cases where errors
in circle regression occur, having a larger unique part enables the algorithm to handle them better
compared to when the unique part is smaller. This observation demonstrates that barrel distortion
enhances the flexibility of the angle detection algorithm.

7 Conclusion

In conclusion, this study addresses the critical need for efficient angle detection algorithms
within industrial settings, where precise object orientation is paramount for optimizing manufacturing
operations. Through a comprehensive exploration of image processing techniques and algorithmic
configurations, we have presented a novel approach that offers significant advancements over existing
methods.

Our research underscores the importance of understanding algorithmic intricacies and fine-
tuning configurations to achieve optimal performance. By providing a sample outcome illustrating
the interplay between algorithm configurations and expertise in image processing, we demonstrate the
efficacy and reliability of our proposed algorithm in accurately determining angles within industrial
contexts.

Key contributions of our work include the development of a flexible algorithm capable of accom-
modating diverse circular objects with unique parts, thereby enhancing detection accuracy across a
broad spectrum of industrial components. Moreover, the customizable configuration options offered
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by our algorithm empower users to optimize parameters tailored to specific objects, maximizing
detection accuracy and robustness.

Furthermore, our study highlights the significance of addressing barrel distortion in enhancing
the algorithm’s ability to handle varying objects. By integrating barrel distortion correction techniques,
we improve the algorithm’s success rate and flexibility, ensuring reliable angle detection results across
diverse industrial domains.

However, it is important to acknowledge the limitations of our approach. Firstly, our algorithm
may perform differently in controlled vs. uncontrolled environments, where variations in lighting
conditions or object presentation may affect accuracy. Additionally, achieving optimal results with our
algorithm requires a deep understanding of both the algorithm itself and the underlying principles of
image processing.

In essence, our research not only provides valuable insights and methodologies relevant to
manufacturers and researchers in the manufacturing process for circular object detections but also
offers a promising pathway towards enhancing automation processes and improving overall efficiency
within industrial production lines. By harnessing the power of image processing and algorithmic
optimization, we pave the way for advancements in industrial automation and contribute to the
ongoing evolution of computer vision technologies in industrial applications.
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