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ABSTRACT

Neural Machine Translation is one of the key research directions in Natural Language Processing. However, limited
by the scale and quality of parallel corpus, the translation quality of low-resource Neural Machine Translation
has always been unsatisfactory. When Reinforcement Learning from Human Feedback (RLHF) is applied to low-
resource machine translation, commonly encountered issues of substandard preference data quality and the higher
cost associated with manual feedback data. Therefore, a more cost-effective method for obtaining feedback data is
proposed. At first, optimizing the quality of preference data through the prompt engineering of the Large Language
Model (LLM), then combining human feedback to complete the evaluation. In this way, the reward model could
acquire more semantic information and human preferences during the training phase, thereby enhancing feedback
efficiency and the result’s quality. Experimental results demonstrate that compared with the traditional RLHF
method, our method has been proven effective on multiple datasets and exhibits a notable improvement of 1.07
in BLUE. Meanwhile, it is also more favorably received in the assessments conducted by human evaluators and
GPT-4o.
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1 Introduction

Neural Machine Translation (NMT) has always been one of the key research directions in Natural
Language Processing and is a key technology to promote communication between different languages
and cultures. With the proliferation of NMT models that depend on Large Language Models
(LLMs), translation technology has achieved remarkable breakthroughs, resulting in the continuous
enhancement and optimization of translation quality [1]. Nonetheless, the triumph of NMT is
closely intertwined with computing resources, algorithmic models, and data resources, particularly
the dependency on extensive parallel corpus data. Low-resource NMT, however, is constrained by the
scale and quality of available parallel corpus data, resulting in unsatisfactory translation outcomes.
Despite this, low-resource NMT continues to possess numerous practical demands and application
scenarios, thereby rendering it a focal point and hotspot in the realm of machine translation.
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In the past few years, LLMs based on Reinforcement Learning from Human Feedback (RLHF),
represented by ChatGPT, has achieved remarkable success in various fields such as text generation and
automatic summary [2]. RLHF is a technique that leverages reinforcement learning for training and
directly optimizes language models using human feedback signals. By explicitly introducing human
preferences into the training process of LLMs, RLHF enables the generated content to align more
closely with human ethics and values. Recently, the RLHF method has also been proven effective in
enhancing translation quality and better aligning with human preferences in the field of NMT [3]. This
process involves human annotators ranking the model-generated content based on their preferences,
establishing a reward model based on the feedback results, and then optimizing the fine-tuned language
model through the Proximal Policy Optimization (PPO) algorithm during the reinforcement learning
phase [4].

However, acquiring a high-quality and extensive human preference dataset necessitates significant
labor costs and poses stringent demands on the linguistic proficiency of human labelers. Especially
in low-resource settings, the direct acquisition of high-quality human preference datasets becomes
prohibitively expensive, primarily due to the limited scale and quality of parallel corpus, as well as
the rarity of bilingual talents possessing sufficient linguistic abilities. Furthermore, the inferior quality
of pre-training data can lead to LLMs generating unanticipated content, encompassing fabricated
facts, biased output, and text that significantly diverges from the intended sentence meanings. Overall,
within the context of low-resource scenarios, the exploration of how to efficiently leverage RLHF to
enhance the quality of translation models, despite limited parallel corpus and minimal labor costs,
merits thorough investigation.

Addressing the aforementioned issues, this paper proposes a learning strategy that leverages LLMs
and prompt learning to enhance the quality of human preference datasets. Firstly, we allowed the LLM
to compare the translations generated by the fine-tuned model in a monolingual context with the
labels in terms of linguistic coherence and complex language structure. After the LLM completed the
analysis of the sentence information, we instructed it to refine the generated translations based on
the semantic meaning of the labels, including optimizing sentence logic and supplementing missing
content. After optimizing the content, human labelers rank the different versions according to their
preferences, resulting in a high-quality human preference dataset that can be used to train reward
models. The aforementioned improvements to the RLHF feedback stage have made this approach
more suitable for low-resource machine translation tasks. Experimental results demonstrate that the
model effectively improves translation quality and significantly learns human preferences. We have
made our code and datasets used in the experiments publicly available.1

This paper’s primary contributions can be summarized as follows:

(1) We explored the utilization of RLHF to enhance the quality of low-resource machine transla-
tion.

(2) We proposed a method that combines human labelers and LLM prompt learning to improve
the performance of RLHF in Low-Resource Scenarios.

2 Related Works
2.1 Reinforcement Learning from Human Feedback

In recent years, with the tremendous success of the GPT series of works, research on applying
RLHF to natural language processing tasks has significantly increased [5]. Although LLMs trained

1https://github.com/kachipaa/RLHF-zh-lo-NMT (accessed on 29 June 2024).

https://github.com/kachipaa/RLHF-zh-lo-NMT
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through RLHF exhibit remarkable capabilities, they may still exhibit unexpected behaviors due
to the low quality of pre-training data, such as fabricating facts, generating biased or toxic text,
and even content harmful to humans [6]. RLHF has been utilized by researchers to render the
generated content more harmless and effective [7]. Current research efforts have been directed towards
enhancing translation quality in the field of machine translation through utilizing RLHF, yielding
promising results. This research demonstrates that RLHF can significantly improve the performance
of translation models, but further validation in low-resource scenarios is still needed [3].

However, the use of human feedback in RLHF poses several challenges. Human preferences are
often noisy and may exhibit signs of ambiguity or conflict. This uncertainty in the data can have
adverse effects on the accuracy and effectiveness of the reward model [8]. Feedback collected from
humans may inherently contain biases or misalignments, influenced by the human labeler’s own goals
or viewpoints [9]. Additionally, the process of interpreting and modeling human feedback is complex.
Different evaluators may interpret the same scenario differently, leading to inconsistent feedback. This
variability poses significant challenges in accurately capturing and simulating human preferences.

Moreover, the process of collecting preference datasets for RLHF is time-consuming and labor-
intensive, often demanding high standards from human labelers [10]. Some researchers explored using
AI to replace humans, significantly reducing training costs while achieving similar training quality
to human labelers [11]. Recent research has conducted a detailed comparison between RLHF and
Reinforcement Learning from AI Feedback (RLAIF) in terms of resource utilization, time efficiency,
and outcomes, ultimately demonstrating that RLAIF outperforms human labelers on average [12].

Considering the reliability and difficulty in obtaining human preference data, which have been
a bottleneck in the aforementioned methods. Our approach is different in that we effectively utilize
LLM prompt learning to assist human labelers in providing feedback.

2.2 Low-Resource Neural Machine Translation

Addressing the challenge of training high-quality translation models with deep learning for low-
resource machine translation has been a persistent research objective, attracting sustained attention. A
common approach for low-resource machine translation is data augmentation. A data augmentation
method based on soft context is proposed, which replaces a word with a linear combination of similar
words from the current context [13]. This approach allows the generated translation to better capture
contextual semantic information. In terms of modifying the model. An integrated neural machine
translation model with external phrase memories is proposed in the field of external information fusion
[14]. This method adds a phrase memory unit to the general model, which stores pre-summarized
phrase alignment information. A study incorporated BERT into neural translation systems, enhancing
the quality of low-resource translation models by incorporating external knowledge [15]. Several
explorations leveraging reinforcement learning to train superior translation models have achieved
optimal results across multiple datasets [16].

However, while these studies have improved translation quality, the translated content does
not necessarily reflect human preferences. Our approach aims to enhance translation quality while
adhering more closely to human linguistic habits.

3 Applied Methods

This paper primarily focuses on the research of low-resource neural machine translation, employ-
ing Lao-Chinese mutual translation as the primary carrier. To establish a Lao-Chinese bilingual
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machine translation model that aligns with human values, we adopt the mT5 model as our baseline
[17]. Training in the following steps as shown in Fig. 1:

1. Fine-tuning the baseline mT5 model using a limited Lao-Chinese parallel bilingual dataset to
endow it with basic Lao-Chinese translation capabilities.

2. Incorporating data generated by the Supervised Fine-tuning (SFT) model into the LLM and
optimizing it through prompt engineering. Specifically, we utilize a prompt template to allow
the LLM to compare the generated content with the translation in terms of sentence meaning
logic, semantic fluency, and alignment with human values. By doing so, we enhance the
quality of the generated data. Subsequently, human labelers rank the data according to their
preferences, ultimately leading to a high-quality human preference dataset.

3. Training a reward model using the human preference dataset. This reward model assigns higher
scores to translations of higher quality. The construction of this dataset is a combination of
LLM prompt learning and feedback from human labelers.

4. Leveraging the reward model, which encapsulates human preferences and rich semantic
knowledge, we enhance the translation quality of the language model through the PPO
algorithm.

Figure 1: Overview of modeling translation preferences Using RLHF; we optimized the human
preference dataset in the step 2 by comparing generated translations with labeled translations through
prompting engineering to achieve cost-effective preference learning, thereby reducing the dependence
on language experts
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By following these steps, we aim to develop a Lao-Chinese machine translation model that not
only possesses strong translation capabilities but also aligns closely with human preferences.

3.1 Supervised Fine-Tuning

In the parallel corpus dataset Dsft = {(x(i),y(i))}i = 1,...,n, xi denotes the source language text and yi

denotes the corresponding reference translation. We perform supervised fine-tuning on the model
using the constructed Lao-Chinese parallel corpus dataset to obtain a translation language model.
Utilizing the parallel corpus dataset Dsft, we optimize the translation model using the Cross-Entropy
loss function, allowing the model to develop fundamental translation capabilities by increasing the
likelihood of producing accurate reference translations. On the supervised fine-tuned model, we
employ an enhanced beam search approach to generate a pair of initially diverse translations. The
beam search generation function is as follows:

P(y|x) = 1
nα

log(�n
k=1p(yk|x, y1, y2, . . . , yk−1)) (1)

where n represents the sequence length, k stands for the beam size, and beam size refers to the
search scope during beam search. Additionally, we have optimized the beam search by introducing
length normalization to reduce the penalty for generating longer output sentences. α ∈ [0, 1] is a
hyperparameter for adjusting length normalization, where α = 0 represents no normalization, and
α = 1 represents standard length normalization. Through experimental comparison, we adjusted α to
0.7. The generated initial translations are then optimized by the LLM to obtain a human preference
dataset, which is subsequently used to train a reward model.

3.2 Human Preference Dataset Generation

High-quality preference data is essential for accurately simulating human preferences. A typical
method for modeling human value preferences involves prompting the model to generate two distinct
outputs (yw, yl) ∼ πSFT(•|x) in response to a query, where πSFT represents the translation model
after supervised fine-tuning, and then allowing human labelers to choose their preference. Here,
yw and yl represent the acceptance and rejection of the generated content. However, constructing
a preference dataset for translation necessitates experts or native speakers of the specific language,
which significantly increases costs. For low-resource languages, it can be impractical to find a sufficient
number of qualified human labelers.

To address this issue, we opted to utilize a LLM prompting engineering to optimize preference
data, significantly reducing our reliance on language experts as shown in Fig. 2. Initially, we employed
two distinct prompting templates to enable the LLM to compare generated translations with labeled
translations. One template focused on comparing the differences between the two in terms of sentence
meaning, syntactic logic, semantic fluency, and emotional preference, while the other template did not
impose any limitations on the comparison aspects. Subsequently, we instructed the LLM to improve
the generated translation to make it closer to the labeled translation in the aforementioned aspects,
resulting in two optimized translations. Next, we presented the optimized translations to human
labelers for preference ranking, generating a human preference dataset. The content of the translations
optimized by the LLM exhibited significant improvements in translation quality and logic compared
to the original content.
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Figure 2: The process of optimizing the generated translation using an LLM involves enhancing
the quality of the translation by separately improving the two versions through the application of
prompting templates

3.3 Reward Model Training

Based on the optimized human preference dataset, we train a Reward Model using a BERT-
based architecture, augmented with an additional linear layer that outputs a scalar value [18]. In
the algorithmic research based on PPO, utilizing BERT as the baseline reward model has achieved
significant results across various task domains [19–21]. Specifically, the loss function of the reward
model can be expressed as:

loss(θ) = − 1(
K
2

)E(x,yw,yl)
∼ D[log(σ (rθ(x, yw) − (rθ(x, yl)))] (2)

where rθ(x, y) represents the scalar output of the reward model with parameters θ for the prompt
content x and the generated content y. Among the pair of generated data, yw is the content that more
closely aligns with human preferences compared to yl. D denotes the human preference dataset. The
trained Reward Model outputs a reward score for a given prompt and its generated result, serving as
a feedback signal for RL.
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3.4 Optimizing translation Models through RL

During the reinforcement learning stage, we aim to employ a reward function to provide feedback
to the language model. In terms of algorithm selection, we utilize the PPO algorithm to fine-tune
the language model. Our objective is to maximize the following combined objective function during
reinforcement learning training:

objective(∅) = E(x,y) ∼ DπRL
∅

[rθ(x, y) − β log(πRL
∅

(y|x)/π SFT(y|x))] (3)

In the above equation, πRL
∅

represents the learned reinforcement learning policy and π SFT denotes
the model trained through supervision. The KL reward coefficient β and the pretraining loss coefficient
γ regulate the intensity of the KL penalty and the pretraining gradient, respectively.

4 Experiment Result

This paper explores the feasibility of establishing a low-resource translation model for human
preferences in the absence of abundant parallel corpora and human labelers. In Table 1, we illustrate
how preference optimization enhances translation quality using an example. By comparing the gaps
between machine translation and human translation through prompt engineering, we aim to improve
the quality of preference datasets, thereby reducing the dependency on parallel datasets and high-
quality human labelers. In this subsection, we first introduce the data and model sources used in
our experiments, as well as the environmental details during the experimental process. We compared
the translation quality of our experimental results with the baseline model through several aspects,
including BLEU, ChrF and human evaluation.

Table 1: A study on the example of Lao-Chinese translation based on RLHF. The bold fonts highlight
the generated results that we focus on and compare

Input
SFT (Baseline)

RLHF (ours)
Reference
Commentary In the SFT translation, the phrase “ ” was mistranslated as

“ ” resulting in significant discrepancies in both geographical
location and organizational titles compared to the original text. Additionally, the
key term “ ” was omitted from the translation, leading to poor overall sentence
logic and expression fluency. However, in the RLHF translation, the accuracy of
the translation was improved, with the omitted information from the original text
being supplemented. Furthermore, the overall sentence structure was more logical
and aligned with human language habits.

4.1 Datasets

The Chinese-Lao parallel corpus used for supervised fine-tuning of the baseline model consists of
34,065 entries sourced from the Asian Language Treebank (ALT) multilingual parallel dataset. As a
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contrast experiment, we also conducted training on Thai-Chinese parallel corpora. The dataset used
was also ALT multilingual parallel dataset. The specific division of the dataset is shown in Table 2.

Table 2: Statistical information on Lao-Chinese and Thai-Chinese dataset

Datasets Training set Test set Validation set

ALT parallel dataset (lo-zh) 18000 1000 1106
XLEnt (lo-zh) 12000 1000 959
ALT parallel dataset (th-zh) 18000 1000 1106

4.2 Model

mT5-base: Baseline model used in our experiments. The model has a parameter count of 580M
and is trained on the mC4 pre-training dataset, which encompasses 101 languages. As a sequence-
to-sequence model, mT5 is inherently designed for translation tasks, and it is pre-trained on a large
multilingual corpus covering 101 languages, including both Chinese and Lao, all these making it a
strong candidate for fine-tuning on translation-specific data.

BERT-base-Chinese: As the Init Reward Model in our experiments, this model has a parameter
count of 110M and was pre-trained using a large-scale Chinese dataset. The decision to use a BERT
as the reward model instead of continuing with mT5 was primarily based on the fact that a Chinese
pre-trained BERT can better capture the subtle differences in Chinese semantics. Research leveraging
BERT as the baseline reward model with the Proximal Policy Optimization (PPO) algorithm has
achieved remarkable results in the fields of low-resource language summarization, dialogue systems,
and security detection [19–21].

4.3 Implementation Details

The neural network model utilized in this experimental study was implemented using Torch 1.13,
with Python 3.9 as the programming language. The experiments were conducted on two NVIDIA
2080Ti GPUs. The mT5-base model was selected as the baseline translation model. In the supervised
fine-tuning process, to expedite the experimental process and reduce the demand for graphics memory.
The batch size was set to 4.To mitigate the penalty imposed on long sentences, the maximum sentence
length was limited to 100. A warm-up strategy was employed to adjust the learning rate, with an
initial learning rate of η0 = 5e−4 and a warm-up step of 4000 [22]. The Adam optimizer was used
to train the model for 10 epochs, ensuring convergence. During the decoding process, to generate a
pair of contrasting translations, a beam search with a width of 2 was utilized. Model performance was
evaluated using both the BLEU score and human evaluation.

4.4 Ablation Study

In this section, we compare the translation quality of the SFT baseline model with the RLHF
model using two metrics: BLEU and ChrF, as shown in Table 3. These three sets of experiments
represent the fine-tuning of the pre-trained model, the inclusion of RLHF based on fine-tuning, and
the ultimate result of our method, respectively.
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Table 3: Experimental results for Lao-Chinese and Thai-Chinese translation. Compared to the
baseline, RLHF only with human ranking and our proposed method, evaluating the translation
quality from two dimensions: BLEU and ChrF

Datasets Methods BLEU � ChrF �

ALT parallel dataset (lo-zh)
SFT (baseline) 9.64 – 32.68 –
RLHF (only ranks) 11.26 +1.62 49.21 +16.53
RLHF (ours) 12.33 +2.69 55.84 +23.16

XLEnt
SFT (baseline) 15.24 – 45.71 –
RLHF (only ranks) 16.52 +1.28 65.41 +19.7
RLHF (ours) 17.91 +2.67 68.5 +22.79

ALT parallel dataset (th-zh)
SFT (baseline) 15.79 – 43.1 –
RLHF (only ranks) 17.11 +1.32 58.66 +15.56
RLHF (ours) 17.63 +1.84 62.04 +18.94

According to the experimental data, on the ALT parallel dataset and XLEnt dataset, our method
achieved 2.69-point and 2.67-point improvement in BLEU compared to the baseline,1.07-point and
1.39-point improvement compared to RLHF with only ranking as shown in Figs. 3 and 4. Additionally,
our method also demonstrated a significant improvement in ChrF scores. As a comparison, in the
Thai-Chinese task, our method achieved a 1.84 improvement in BLEU score compared to the baseline,
and a 0.52 improvement in BLEU score compared to RLHF with only ranking.

Figure 3: The comparison of our method with the
SFT model on the ALT dataset in terms of BLEU
score

Figure 4: The comparison of our method with
the SFT model on the XLEnt dataset in terms
of BLEU score

The experimental results indicate that the model acquires basic translation capabilities after SFT,
but there is still a significant gap compared to the optimal level. The introduction of RLHF into
low-resource machine translation represents an effective attempt, as models trained with RLHF
achieve better performance across all datasets. Meanwhile, optimizing the feedback phase of RLHF
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can effectively enhance its performance in low-resource machine translation tasks. This not only
demonstrates the effectiveness of our approach but also illustrates the sensitivity of the reward model
to semantics, indicating that higher-quality data can maximize the effectiveness of the reward model.
Notably, our approach yields better results for language pairs with scarcer parallel corpora. Compared
to Lao-Chinese corpora, Thai-Chinese corpora are more abundant and have a higher proportion in
the mT5 pre-training data. Consequently, the translation quality after fine-tuning alone is higher for
Thai-Chinese. However, the improvement brought by our method in the Thai-Chinese language pair
is somewhat reduced compared to Lao-Chinese.

4.5 Evaluation

We recruited human evaluators and GPT-4o to compare different models in terms of accuracy,
fluency, and harmlessness. Accuracy refers to whether there is any discrepancy in the transmission
of key information between the translated text and the original text; Fluency describes whether the
generated translation is smooth and readable in the context of Chinese; Harmlessness assesses whether
there is any potential unfriendly information hidden in the generated translation. We distributed a
questionnaire to volunteers and provided GPT-4o with the same information. The volunteers we
recruited for our study are native Chinese speakers found both on campus and on the internet.
The survey questionnaire consists of 100 data entries, and each entry needs to be evaluated from
three dimensions. Each data entry consists of three pairs of translations generated by two different
models. When evaluating each dimension, volunteers need to select the sentence that better meets
the requirements based on their own preferences. Meanwhile, we feed the same data to GPT-4o for
evaluation using the same methodology. The results are presented as percentages in Table 4.

Table 4: Human evaluators compared different models in terms of accuracy, fluency, and harmlessness.
Their preferences were expressed as percentages

Evaluator Comparison Accuracy Fluency Harmless

Human volunteers
Only-rank RLHF vs. SFT 86% 80% 60%
RLHF (ours) vs. SFT 94% 92% 56%
RLHF (ours) vs. Only-rank RLHF 68% 74% 52%

GPT-4o
Only-rank RLHF vs. SFT 73% 69% 56%
RLHF (ours) vs. SFT 77% 64% 58%
RLHF (ours) vs. Only-rank RLHF 62% 54% 49%

According to human evaluators, the translations produced by the RLHF model exhibited signifi-
cant improvements in both accuracy and fluency compared to the baseline. This phenomenon can be
primarily attributed to the fact that we only used approximately 20,000 Chinese-Lao parallel corpora
to fine-tune the translation model, resulting in numerous issues such as mistranslation and omitted
content in the initial translations. When comparing the RLHF model with only ranking capabilities to
our proposed method, it is evident that human evaluators preferred the latter. From the overall results,
GPT-4o also prefers the model optimized by our method. However, compared to human evaluations,
GPT-4o does not demonstrate a strong preference, especially when comparing our method with the
RLHF-only method, where there is no significant preference in terms of fluency and harmlessness.
We believe this is due to the differences in perception and understanding between LLMs and human
evaluators, which also indicates that the translations generated by our method are more recognized by
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humans. This indicates that our approach of optimizing the human preference dataset through prompt
engineering results in translations that better align with human preferences and values.

4.6 The Impact of Prompts on the Generation of LLMs

In the stage of optimizing the translation output with LLM, to achieve higher-quality gener-
ation results, we experimented with various prompt templates, some of which are exemplified in
the Table A1. We observed that, for our language optimization task, decomposing the task into
multiple subtasks frequently led to better outcomes, rather than directly instructing the LLM to
optimize the input’s generated output based on the reference translation. In our case, we divided
the task into understanding and analyzing the reference translation, analyzing the translation to be
revised, comparing the differences in information between the two, and modifying and optimizing
the translation accordingly. By leveraging LLM’s sensitivity and accuracy for simple subtasks, we
were able to consistently achieve higher-quality translations that better aligned with the experimental
requirements, consistently with minimal revisions [23].

5 Conclusions

This paper explores the application of RLHF in Lao-Chinese low-resource machine translation
to enhance translation quality. We propose a learning strategy suitable for low-resource settings that
incorporates prompt engineering in the preference data feedback stage, leveraging LLM to optimize
the generated preference data. This approach improves the reward model’s understanding of Lao-
Chinese semantics, enhancing translation quality while reducing the reliance on high-quality human
labelers. Experimental results demonstrate that RLHF is highly effective for low-resource neural
machine translation, significantly enhancing the accuracy and fluency of translations, validating
that the reward model’s linguistic capabilities and the quality of the data affect the effectiveness of
RL. Additionally, our method reduces the dependence on high-quality human labelers and extensive
parallel corpora during the training process, and the incorporation of prompt engineering in the
feedback stage can effectively enhance training efficiency.
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Appendix A. Example of Prompt

Table A1: Some prompt templates explored during the optimization feedback phase of utilizing LLM

Prompt templates

“You are an expert in translation, and I require you to optimize and modify the translation based
on the provided reference sentences in a fair and objective manner. While making minimal changes
to the translation, please modify it from the following perspectives:
Translation Accuracy: The translation must accurately reflect the content and meaning of the
reference. No information should be introduced or omitted.
Translation Fluency: The translation should not be strictly limited to the structure of the reference.
It should express the meaning in a natural and fluent manner.
Translation Logic: The logical flow of the translated sentences should align with the reference.
Optimization Suggestions:
Please review the current translation and provide suggestions to improve its quality based on the
evaluation criteria. Consider the following aspects:
Are there any stiff or awkward phrases that can be rephrased for a more natural flow?
Are there any inaccurate or missing details that need to be corrected or added?
Is there any syntactic logic in the translation, such as active-passive voice, that contradicts the
reference?
∗∗∗Input∗∗∗

[reference]
[translation]
∗∗∗output∗∗∗

You are a language expert, I require you to objectively optimize and modify the translation based
on the provided reference sentences.
Firstly, you need to understand and analyze the key information contained in the reference
translation.
Based on the analyzed information, you must determine if the information in the translation aligns
with the reference. If there are differences, omissions, or additions, you should make minimal
changes to ensure the translation’s information is consistent with the reference.
Finally, you need to ensure the translation flows smoothly with minimal revisions.
Please review the current content and provide suggestions to improve its quality based on the
evaluation criteria. Consider the following aspects:
Are there any stiff or awkward phrases that could be rephrased for a more natural flow?
Are there any inaccurate or missing details that require correction or addition?
Is there any syntactic logic in the translation, such as active or passive voice, that contradicts the
reference?”
∗∗∗Input∗∗∗

[reference]
[translation]
∗∗∗output∗∗∗
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