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ABSTRACT

Spammer detection is to identify and block malicious activities performing users. Such users should be identified
and terminated from social media to keep the social media process organic and to maintain the integrity of online
social spaces. Previous research aimed to find spammers based on hybrid approaches of graph mining, posted
content, and metadata, using small and manually labeled datasets. However, such hybrid approaches are unscalable,
not robust, particular dataset dependent, and require numerous parameters, complex graphs, and natural language
processing (NLP) resources to make decisions, which makes spammer detection impractical for real-time detection.
For example, graph mining requires neighbors’ information, posted content-based approaches require multiple
tweets from user profiles, then NLP resources to make decisions that are not applicable in a real-time environment.
To fill the gap, firstly, we propose a REal-time Metadata based Spammer detection (REMS) model based on only
metadata features to identify spammers, which takes the least number of parameters and provides adequate results.
REMS is a scalable and robust model that uses only 19 metadata features of Twitter users to induce 73.81% F1-Score
classification accuracy using a balanced training dataset (50% spam and 50% genuine users). The 19 features are 8
original and 11 derived features from the original features of Twitter users, identified with extensive experiments
and analysis. Secondly, we present the largest and most diverse dataset of published research, comprising 211 K
spam users and 1 million genuine users. The diversity of the dataset can be measured as it comprises users who
posted 2.1 million Tweets on seven topics (100 hashtags) from 6 different geographical locations. The REMS’s
superior classification performance with multiple machine and deep learning methods indicates that only metadata
features have the potential to identify spammers rather than focusing on volatile posted content and complex graph
structures. Dataset and REMS’s codes are available on GitHub (www.github.com/mhadnanali/R EMS).
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1 Introduction

Spam is fabricated content and comprises hashtags, phone numbers, images, malicious UR Ls, fake
healthcare advice, bulk messages, wrong political facts, ransomware, stock market, and money scams
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[1]. Another shape of spam is misinformation, including fake news, rumors, fake stories, deep fakes,
political conspiracies, and personal trolls to destroy a person’s or organization’s reputation [2]. Spam
can be spread via social media, calls, and emails [3]. Traditional spamming was via emails, while in the
modern era, social media is in the top spot because of the recent boost in social media usage [4,5]. Spam
spreads faster on social media than emails because of its advanced content-based recommendation
algorithms. In contrast, email, SMS, and calls can be only for targeted persons. Authors in paper [0]
stated that Twitter spam is considered particularly severe and advanced, with a 0.13% click-through
rate compared to email spam, up to 0.0006%.

Spam motivations include scamming people, phishing, degrading information quality, spreading
fake news, cyberbullying, spying, and giving bogus reviews to targeted or mass audiences [1,6,7]. A
spammer is a user who spreads spam. Spammers use Twitter for financial gains and send unsolicited
messages that consist of bulk messages, telephone numbers, malignant tiny web addresses, popular
hashtags, falsified commercials, click fraud, images with concealed URLs, healthcare suggestions,
malware, share-market spams, fake news, and political paid trolls [8]. Spamming costs resources like
bandwidth consumption, user watch and focus time, speed and computing power wastage, polarizing
users’ sentiments, and slowing the spread of authentic information [2]. One of the reasons users use
social media is leisurely and fast access to the right content [9,10]. At the same time, resources like time
are limited and valuable and need to be saved by identifying spam.

We chose Twitter for spammer detection because of its massive size and diverse content. In the
Twitter context, a spammer can be a human or a bot, as Twitter officially allows bots on Twitter
[11]. Twitter is a social media platform where 556 million total and 239 million monetizable daily
active users post more than 500 million tweets per day and generate massive user-generated content
[12]. Twitter’s Application Programming Interface (API) enables programmatic access to Twitter
content with multiple access levels for research and business applications [13]. Such immense content
and easy access make Twitter a valuable platform for research and business, where more than ten
thousand research articles have been published in the last decade [12]. Researchers analyze Twitter
content for politics [14,15], activism [16], rumor detection [1 7], fake news detection [18,19], information
credibility [20], topic modeling [21], and sentimental analysis [22,23]. Many businesses, public figures,
government representatives, celebrities, influencers, and news agencies around the globe use their
verified official Twitter accounts [24] to directly communicate with their customers/followers, making
Twitter a valuable tool for customer interaction, communication, and reviews [22,23].

Meanwhile, such a valuable platform also became an unwanted host for anomalies [25], where
users are also exploiting content for spreading fake news [18,19,26], and hate speech [27]. Some users
started using social media for unfair means, where spam and fake users are being used as a tool [28].
Fake trends are being started, promoted, and manipulated by fake accounts [29]. More followers
of a user make him a popular, influential candidate of trustworthiness [20] and may lead to higher
social impact [14], which motivates people to have inactive bots as followers. In paper [30], legitimate
politicians were found to have bots in their followers. Twitter allows bots on its platform, and creating
a new account is easy, which introduces the potential to create spam and fake accounts. Twitter rules
and regulations are effective; Twitter monitors and suspends users who post against the platform
policy. However, Twitter is a private organization and does not provide the reason for suspension,
while its spam detection policy changes over time [31]. With such massive potential, fake or spam
user detection [32—34] has been one of the active research areas in recent years, where several studies
proposed to detect fake users. However, such studies mainly present a quantitative analysis, lack the
proper ground truth [33], and have limited scope, the dataset focus is not broad enough [35].
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However, previous work has four research gaps. First, the spam detection decision-making is made
on posted content [6,36]. Second, datasets are small and lack the diversity of users [31,37,38]. Third,
datasets are labeled manually and prone to have subjectiveness [37,39,40]. At last, it takes user features,
posted content, and graph properties to decide if a user is a spammer or not [18,31,41], which makes the
decision-making process slow and not robust for real-time detection. We present our arguments against
each of the gaps. First, the posted content is volatile and can be deleted anytime; language-dependent,
and not all languages’ natural language processing techniques are as strong as English. Second, the
dataset should be diverse enough to consider users discussing multiple topics from multiple countries.
Third, Twitter spam detection should be taken as ground truth rather than manual labeling, as humans
have different thought processes, cultures, and religious associations. A tweet offensive for one group
can be funny for other groups, making the manual annotation doubtful. Az /ast, it is not robust to scrap
a user profile and get hundreds of tweets or create graphs to find if a person is a spammer, considering
that Twitter has 556 million users, and each user can follow multiple people and can post many tweets.
Considering the gaps, below are the contributions of this study:

e We propose to use only metadata features for real-time spammer detection as metadata features
are rich in information, do not require making complex graphs, are language independent,
can be processed fast, are opposed to posted content, and do not need resource costly natural
language processing. To achieve the metadata-based model learning, we identify 8 and derive
11 (total 19) features from the metadata of the Twitter user object.

e We present a spammer detection largest dataset compared to previous work. The dataset
comprises 1 million existing and 211 K deleted users. Deleted users labeled as spam and existing
users as genuine users. To cover the diversity, the dataset is based on our previous research [42],
which has 1.2 million users fetched from 2.1 million tweets on 100 hashtags covering 7 topics
from 5 countries and globally. We monitored these users for 1 year, where 211 K users, making
16% of the total, were deleted in the mentioned period.

e We propose a real-time spammer detection framework called REal-time Metadata based
Spammer detection (REMS). REMS utilizes only metadata features to predict whether the user
is a spammer or genuine. The ground truth of the model is users’ existence on Twitter as we use
deleted users as ground truth, considering that deleted user accounts were spammers.

Further paperis arranged as Section 2 reviews the literature. Section 3 introduces the methodology
and formal definitions. Experiments and results are presented in Section 4, and finally, the conclusion
and future implications are discussed in Section 5.

2 Literature Review

Spammer detection literature can be classified into content-oriented and metadata feature-
oriented subsets. Below we discuss both domains.

2.1 Content Oriented

Content-oriented spam detection is to identify spam from the content of a Tweet. It includes
investigating messages’ content to find things frequently appear in spam, like particular phrases, words,
or types of attachments. Such literature assumes that if a person post content that is not as per regular
standards, it would be labeled as spam [38,43]. However, the identification process can be based on
Tweet Text or its features. Such techniques also rely on the fact that spammers are trying to promote
the same type of content by posting similar tweets to promote any product or campaign [36]. URLs
are the most popular identifier in this category.
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Due to Twitter’s character count restriction, shrinking services pre-process lengthy URLs to
include more descriptive words in the tweet [39]. Zheng et al. [43] created a support vector machine
(SVM) based spammer detection model with the labeled dataset to detect spammers, while the dataset
comprised 30,116 users and 16 million messages. They manually classify users into spammers and non-
spammers. The authors [38] detected fake accounts using the content of tweets with natural language
processing techniques and metadata features but use just 1000 users (500 fake and 500 legitimate) for
testing.

The framework EGSLA [33] used graph-based deep learning algorithms to detect fake users
based on content-based features like retweets, tweet length, a fraction of URLs, and average time.
They assume that fake users’ every tweet includes links (URLs), which is a shallow assumption to
proceed with, and it has a small dataset of 800 users. A spammer detection paper [44] is a combination
of metadata-based and textual properties to detect spam users. It considers only 16700 users, while
suspended and deleted users are labeled spammers. The study’s accuracy is 94.27%; however, there are
issues with the approach to getting the results. The authors create two samples of datasets while both
samples are imbalanced; where in sample 1, there are around 4000 users, not spammers, and around
700 are spams which is almost a 5 to 1 ratio. Authors quote that “better results could be obtained by
reducing the ratio between legitimate and spam accounts, especially to avoid imbalanced data,” which
we argue is false as balanced data will decrease the accuracy. Furthermore, authors marked more users
as spam based on their subjective observations.

2.2 Metadata Based

Literature also refers to them as feature-based methods. Such methods make decisions based
on user-level behaviors; these behaviors can be profile descriptions, usernames, etc. Suspicious or
exceptional similarity-based users called coordinated users’ behavior is analyzed in information
spreading where results show that coordinated users depict different patterns than non-coordinated
users. Authors find that coordinated accounts spread information initially and tend to share the
message in early states of diffusion [45]. A total of 3351 fake users’ dataset is collected in the study
[37], and authors perform the classification to detect fake users. Authors [37] used metadata features
and properties of the account like profile name if the profile has an image etc. The study [40] created a
small dataset of 1000 users and 16 features, but three people label the dataset manually, which is not a
logically solid ground truth. An identity theft-based fake user detection chrome extension is made in
[46] with a 6500 user profiles dataset where each user has seven features, but the paper failed to provide
deep details of their framework. Authors in the study [47] considered their own Twitter circle of 1103
connections with 25 features as a dataset and get them manually label from three people, which is not
a robust and practical approach for future work.

A recent paper [31] performed experiments on 46 K user accounts identified using the Twitter API
where deleted accounts are marked as spam and existing ones are marked as genuine accounts. The
authors use 34 account features, and although the paper is not very old, some of the used features
in the study are depreciated [48] (e.g., profile_link_color). The study also performs graph analytics
by creating followers, following graphs, and finding Degree Centrality, Shortest-Path Betweenness
Centrality, Eigenvector Centrality, and PageRank Centrality. Furthermore, graph representation
learning and NLP-based methods like tweet similarity, lexical diversity, and co-occurring word
distribution are also applied. Although paper results are 97% on F1-Score, the paper is a combination
of everything, and its solution is suitable for better accuracy but is not robust.
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Furthermore, performing this many actions would be computationally expensive, especially
creating a follower graph where some Twitter users have more than 100 million followers; it becomes
near to impossible. It is to be noticed that the dataset is not balanced for training. An assumption
is that as Twitter allows a limited number of characters, there are more chances that spam tweets
have a link to another web page [6]. Twitter spam detection falls in the Tweet and account levels [10].
Comparing results accuracy is not ideal, especially without common ground truth. Different datasets
are downloaded in different time periods, and Twitter keeps updating its spam detection policy over
time [31].

Overall, published research lacks the proper ground truth, primarily represents the quantitative
analysis, and the available datasets are small. Either author shares their findings in a limited scope or
combines everything to get the best results, making the over-fitted models for specific datasets. Such
datasets and studies are helpful for the limited and specific domain but fail to provide proper ground
and base to grow upon for future research. We aim to provide a real-time and robust solution that can
be used as a benchmark for future research.

3 Methodology

This section presents the working structure of the REMS (Real-time metadata-based spammer
detection), where Fig. | illustrates the model diagram. The framework comprises 5 components:
Downloading, Labeling, Feature extraction, Classification, and Prediction, which are explained below.

Downloading Labeling { Feature extraction ‘ ‘ Classification ‘
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Figure 1: Model diagram of REMS, illustrating five components: Downloading, labeling, feature
extraction, classification, and prediction

3.1 Downloading

Downloading refers to the user’s dataset downloading from Twitter. The paper [42] dataset is used
as the base dataset, where a function 3 (-) takes a primary hashtag H, as input and downloads the
tweets objects and merges them in a file 7.

T=%(H,) ()
where T is a file comprised of tweets. A user can post multiple tweets, so we discard duplicates and
extract unique users set U from 7'. U is a set of users U = {u, u,, us, . .., u;} who posted tweets in file

T, therefore U C T.
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3.2 Labeling

Labeling is the process of labeling deleted users U, with 0, presented as U, = {u € U, : f (1) = 0},
and to label existing users U, as 1, presented as U, = {u € U, : f (u) = 1}. Fig. | illustrates the labeling
with y € {0, 1} where 0 indicates that the user u; is deleted spam, and 1 indicates the user exists on
Twitter and is a genuine user. Set U is comprised of two types of users:

U=U,uU, (2

where deleted spam users are U, and existing genuine users are U, and U, N U, ={}.

3.3 Feature Extraction

Feature extraction is to extract features from Twitter user objects and create a feature matrix. A
total of 19 features are extracted from users’ u; object and feature matrix X is created, where X € RV*F
collects all users’ features, N is the number of users, and F is the number of features. Users are rows
of feature matrix X and presented as X;, while X; = U and N = |X;| = |U]|. Features are columns of
X and presented as X, = {x,, X,, x3,...,x;}, where F = |X,| = 19. Furthermore, F = F, U F, where F,
are original features, and F, are derived features, explained in the below subsections.

3.3.1 Original Features

Original features refer to the metadata properties originally existing in Twitter objects. Let F, =
{x1, X5, X3, ..., Xg} refers to original features where |F,| = 8 are explained below.

1. Followers (x,): Number of users following the particular user ;. We indicate it as feature one
and present it as x,. There is no limit imposed on the number of followers by Twitter, and a
user can get as many followers as possible.

2. Friends (x,): The number of users followed by a particular user u; and indicated as x,. In
contrast to x;, which has no limit per any timespan, having friends have a limit per day.

3. List (x;): The number of lists a user u; has joined in his time on Twitter.

4. Account life (x,): Since a user u; joined Twitter, time is presented as x, in days.

5. Favorites count (x;): The number of tweets the user u; has liked in his account’s lifetime.

6. Verified (x¢): This feature depicts whether Twitter verifies a user; verified users have a blue,
grey, or gold tick on their profiles and enjoy different benefits than non-verified users.

7. Tweets (x,): The number of tweets and retweets users posted is presented as x;.

8. Protected (x;): Twitter facilities privacy by giving the option to users, if they want to limit their

content and if they want to control who follows them. We present this feature as x.

3.3.2 Derived Features

Features derived from original features. Let F, = {Xj, x5, X0, ..., X0} refers to original features
where |F,;| = 11 are explained below:

1. Followers per day (x,): Having followers strongly indicates that a person is more famous among
other users. However, if it is an absolute value, it becomes ambiguous. We include the time

property with the number of followers to overcome the issue. It is the ratio between followers
. . . X
x, and account life x, to depict the temporal behavior and present as: x, = —
X4
2. Tweets per day (x,o): The average number of tweets per day posted by the user u; since joining

. . 7
Twitter is presented as: X, = —
X4
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3. Favorites per tweet (x;;): A user can like as many tweets as he wants. There is no limit to it.

However, a ratio between liking and posting tweets depicts whether a user posts more tweets
. . X

or likes more. It is presented as: x,, = =
X7
4. Friends per day (x;,): Number of people, a user u; followed per day. Following people have a
limit, and a person can follow up to 5000 people from his account until he has enough followers.
The number of days normalizes if the user network is growing faster or normally than peers.

.. X
It is introduced as: x;, = —

Xq
5. Followers per friend (x;): We define a feature with the ratio between followers and friends. To
depict if a user follows more people or if his content is good enough to gain more followers.
The equation for followers per friend is depicted as x; = = whilea higher x; value will depict

X2
the person’s importance.

6. Friend per list (x,): To analyze that, a user makes more friends or joins more lists, we introduce

this feature. It illustrates whether a person focuses on the following topics or users. The feature
. X
is presented as follows: x, = =
X3
7. Followers per tweet (x,5): This feature shows the value of posted content in getting new
followers. It is calculated as “How many followers does a user have per tweet?” which will

. . . X
depict the posted content’s significance. The feature is presented as follows: x5 = — where x,
X7
represents followers and feature x, represents the tweets.

8. Friends per Tweet (x,¢): This feature depicts if a user u; is making more friends or posting more
tweets. It is introduced as: x;, = —2, where x, represents the friends and x; are tweets.
X

7
9. Favorite per follower (x,;): Sometimes, liking other contents attract users to visit and follow the
person and increases the chance of building a network. So, we introduce this feature. Formally
. . X
presented in the equation x,; = 2 where x, represents followers and feature x, represents the
b

1
number of favorites. X
5

10. Favorite per friends (x,5): Favorites ratio with friends is presented in the equation x; = —
X

2
11. Lists per day (x,): Twitter does not employ any limit on following the lists, which enables a user
to keep following the limits as much as he wants and may lead to spam behavior. This feature

describes the ratio by explaining how many lists a user has followed per day. The feature is

X
presented as follows: xy = —

X4
The outcome of this component is feature matrix X, which along with y from labeling, is used for
Classification.

3.4 Classification

Classification is to arrange and group items according to their features and attributes. In machine
learning, classification is to train a model to assign labels to the input data. This study’s dataset has
only two classes; hence, it is a binary classification aiming to classify spam and genuine users. This
work uses six state-of-the-art classification methods Decision trees, Random forest, Extreme gradient
boosting, Support vector machine, K-nearest neighbors, and Deep neural networks.
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3.5 Prediction

The last module of the framework, where unknown data (20% of total data) is input to the model,
and the model predicts that the user is spam or genuine. Formally,  is used to depict prediction where
€ {0, 1} illustrated in Fig. 1.

4 Results
4.1 Experimental Tools and Setup

We use NetworkX [49] and PyTorch Geometric [50] for scalability purposes for dataset construc-
tion. Each user is a graph node, but for these experiments, there are no edges between nodes. By
connecting nodes (if required in future work) dataset will be a graph, and both mentioned libraries
support graph-based deep learning.

We train data on five metrics with six machine learning and one deep learning method, where
scikit-learn [51] implementations are used for training and testing. There are 1 million existing and
211 K deleted users, but for fair evaluation, we select random 211 K users from existing users to make
it equal for each class. Furthermore, 80% is taken as training data and 20% as testing data, while results
are an average of 20 runs.

4.2 Accuracy Metrics

We are performing binary classification with two classes, True and False. Genuine users are labeled
True, and spam users are labeled False. All of the classification algorithms are tested on the given five
metrics.

e True Negative (TN): If the actual label is negative and the model predicts it as negative, it is a
true prediction of negative and presented as TN.

e True Positive (TP): The real prediction of positive. If the real label is true and the model also
predicts it as true, it is called the True positive and presented as TP.

e False Negative (FN): False indicates a false prediction. It can be said as a false prediction of the
negative and presented as FN.

e False Positive (FP): It indicates that the model predicts positive. However, the actual label is
negative. In an ideal scenario, TN and TP values should be higher, and FN and FP values
should be lower.

4.2.1 Accuracy

Accuracy refers to classification accuracy as the ratio of correct predictions against total predic-
tions. Per the above definition, TP and TN are true predictions. Hence equation of Accuracy is:
TP+ TN

Accuracy = (3)
TP+ TN +FP+FN

4.2.2 Precision

It is the ratio between true positive predictions and total positive predictions. For a good classifier,
precision should be higher as in the denominator; there is false positive FP; if its value increase, the
precision value will decrease, which is not good for a good model.

TP

Precision = —— 4
TP+ FP
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4.2.3 Recall

Itis the ratio of true positives and the sum of true positives and false negatives. For a good classifier,
the recall value should be high; a lower value will depict false negatives are more.

TP
Recall = ———— (5)
TP + FN

4.2.4 FI-Score

Itis Harmonic Mean between precision and recall. It is the most used classification metric [52] and
is better than accuracy. It is calculated as:

Fl — score — 2 x Precz:szzon x Recall ©)
Precision + Recall

4.2.5 Jaccard Score

It depicts how similar are two sets (real labels and predicted labels) are and is calculated as follows:

o Ny

where y and p refer to true and predicted labels.

()

4.2.6 Time

We argue that time is an essential factor in results and should also be considered for results
representation. We present the average time of training and testing against each variant. Time is in
seconds and an average of 20 executions.

4.3 Accuracy Algorithms and Results

We use the six classification methods below to verify the accuracy of metadata features, our
dataset, and its usability. All of the below methods are trained in a supervised manner.

4.3.1 Decision Trees

Decision trees solve the problem by splitting the data based on features where decisions are at
leaves. We perform decision tree experiments with three criterion, gini, entropy, and log loss, with
tree depths 1 to 20. Data train and test splitting for these experiments were the same all the time.
Experiments are performed twenty times at each depth, and the average is presented in Table 1. The
table indicates that with the criterion gini, decision trees generate the best results and converge faster
than other criterion variants. Only precision has a lower value in gini than entropy, indicating that
false positives are higher in this case than entropy but have lower false positive predictions in log loss.

Table 1: Classification accuracy of algorithms where finest values are bold, where JS is Jaccard Score

Algorithm Depth Accuracy F1-Score  Precision Recall JS Time (s)
DT_Entropy 5 67.50 74.38 61.27 94.63 59.21 5.22
DT_Log loss 5 67.47 74.43 61.20 94.96 59.28 3.72

(Continued)
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Table 1 (continued)

Algorithm Depth Accuracy F1-Score  Precision Recall JS Time (s)
DT_GINI 6 67.51 74.49 61.21 95.12 59.35 3.64
KNN 81 68.62 71.54 65.47 78.87 55.70 56.55
RF_Entropy 9 69.20 74.21 63.89 88.50 58.99 109.6
RF_Log loss 10 69.36 74.21 64.12 88.07 58.99 131.1
RF_GINI 9 69.28 74.27 63.94 88.58 59.07 88.15
XGB_Linear nil 65.32 63.15 67.42 59.40 46.15 2.45
XGB_Gbtree 5 67.91 74.64 61.73 94.38 59.54 13.37
XGB_Dart 5 67.91 74.64 61.73 94.38 59.54 28.50
SVM_RBF nil 66.52 69.98 63.18 78.42 53.82 16254
SVM_Linear  nil 62.68 52.82 72.36 41.58 35.89 120066
SVM_Poly nil 64.74 61.78 67.30 57.84 44.69 17605
SVM_Sigmoid  nil 58.83 58.85 58.65 59.30 41.69 12063
MLP nil 68.51 72.98 63.87 85.15 57.45 4884

Fig. 2 illustrates all six metrics results on three loss functions. There are 20 experiments run for
each depth. First, Fig. 2a presents the criterion entropy results. Recall has the highest value at depth
two, but as depth increases, its value goes down, and Time has a mirror effect to recall where it increases
with the depth. The F1-Score and Accuracy metrics do not have high fluctuations but show minor
changes in depth. However, Jaccard Score and precision show a significant difference after depth 10;
the former’s value decrease after 10, and the latter values increase. Second, Fig. 2b presents the results
for criterion log loss. However, compared to entropy, both figures show almost the same behavior
with minor differences in time. At last, Fig. 2¢ illustrates the results for the criterion gini, which has
the highest value of F1-Score as per Table 1. At depth 7, its results are a bit odd, while other than that,
its behavior is almost the same as the other two variants. Overall, it can be seen that increasing the
depth of the tree increases the classification time, but increasing the depth always does not improve
the performance.

(a) (b)
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Figure 2: (Continued)
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Figure 2: Decision tree results on all six metrics, (a) entropy, (b) log loss, (c) gini

4.3.2 K-Nearest Neighbour

A swift but the non-parametric model with reasonable accuracy, where labeling decisions are
made on the bases of neighbors, where the K value indicates how many neighbors to choose. K-
nearest neighbors (KNN) is a non-parametric supervised instance-based learning algorithm used for
both regression and classification. Non-parametric means there is no assumption for underlying data
distribution. KNN tries to predict the correct class for the test data by calculating the distance between
the test data and all the training points. K-Nearest Neighbour performance is good on our dataset.
However, finding the optimal K value is a hefty task. First, we find the optimal K value as Fig. 3a
illustrates that increasing the K value improves the performance until, at one point, improvement is
marginal. Too small K value is bad, while too large value causes over-fitting. Table | presents the best
results among 70 to 90 K value, with the best results at K = 81. From 70 to 90, each K value’s training
and testing is performed 20 times on the same data.
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Figure 3: (a) K value line graph between 1 to 100 and (b) KNN results against accuracy metrics

Fig. 3a illustrates the KNN results against all metrics while K value is between 70 to 90. Fig. 3b
presents that K value has minor effects on time, making KNN time independent As the figure indicates
that after crossing a specific limit of K, accuracy does not change much, which can be verified from the
figure. Recall is the only metric with a bit more fiction than other metrics. There is a common behavior
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in both Figs. 3a and 3b that odd K value gives better results against accuracy, F1-Score, recall, and
Jaccard score. However, this effect is vice versa for the precision metric. It indicates that false positive
FP values are higher at odd K values than even K values.

4.3.3 Random Forest

Random Forest is a robust machine-learning algorithm that can be used for various tasks,
including regression and classification. It is an ensemble method, meaning that a random forest model
comprises many small decision trees, called estimators, which each produce their own predictions.
The random forest model combines the predictions of the estimators to produce a more accurate
prediction. Following the decision trees setting, we use three criterion gini, entropy, and log loss with
depths 1 to 20 for the random forest. Each depth is trained and tested 20 times under the same but
randomly selected dataset. Oppose to decision trees, using different criterion makes no difference in
random forest, and Table 1 indicates that random forest yields the exact same results at each depth,
making the depth option useless in terms of accuracy metrics except time.

Fig. 4 presents the random forest results on all metrics while everything is the same except for
time. Using all three criterion depicts the same behavior in terms of time as well, where increasing the
depth is time costly. This section concludes that random forest is exempt from the depth and depicts
the same results under different combinations of settings; however, like the decision tree gini is the best
in terms of time and should be considered in our dataset.
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Figure 4: Random forest results on all six metrics. (a) Entropy, (b) log loss, (¢) gini

4.3.4 Support Vector Machine

Support vector machine works as the data is transferred into embedded space where a hyperplane
is defined as a decision boundary to separate classes. SVMs are particularly useful when the data has
many features and/or when there is a clear margin of separation in the data. Hyperplane in an N-
dimensional space that distinctly classifies the data points. The dimension of the hyperplane depends
upon the number of features.

Table 1 presents the classification results using four kernel variants Radial basis function (RBF),
Sigmoid, Polynomial, and Linear. Among all four kernels, RBF gives the best results on four out of
six metrics. However, its precision is not as good as the polynomial kernel. If we notice the time and
compare it to other algorithms applied in this study, SVM is the slowest among all, and its accuracy is
also not up to mark. For inter-kernel comparison on time, the polynomial is slow and takes ten times
more time than the sigmoid. SVM does not have any depth as it is not tree based classifier; that is why
there are no figures for this section. We do not suggest using SVM on our dataset because of time even
its linear classifier is too slow than other variants, and overall, it does not offer very good classification
accuracy.
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4.3.5 XGBoost

Extreme Gradient Boosting in short “XGBoost” is an optimized distributed gradient boosting
algorithm for decision trees designed for efficient and scalable training of machine learning models.
XGBoost has three types of boosters Linear, GbTree, and dart, while the first is a linear function and
the last two are tree-based models. Table | presents the classification accuracy of XGBoost using these
boosters while the learning rate for all experiments is 0.001. The table illustrates that linear booster is
the worst performing in terms of accuracy metrics, but its only positive point is, it is fast. Being fast
makes sense as its decision-making is less complex than tree classifiers. However, the results are the
same on tree-based boosters except for time.

Fig. 5 presents the XGB results with GB tree and dart. We do not present linear booster results
as the presented graphs are drawn based on depth, while the linear function does not have depth. The
figure illustrates that results are the same for both boosters except when dart consumes more time
than gb tree. The time chart in Fig. 5 shows that increasing the depth of the tree increases the time,
and model accuracy decreases after the peak point. Increasing the depth increases the complexity and
creates more chances of over-fitting and memory consumption.
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Figure 5: Decision tree results on all six metrics. (a) GB tree, (b) dart

4.3.6 Multilayer Perceptron

The multilayer perceptron (MLP) is a feed-forward artificial neural network consisting of at least
three layers of nodes. Inspired by the biological brain, these nodes are interconnected and transform
any input dimension to the desired dimension. To obtain these results, we ran experiments 20 times
with the 20-80 ratios of data splitting, where 20% is the testing dataset. Specifications of the learning
model are three linear layers and a Relu activation function with a 0.001 learning rate. Each linear layer
has 900, 450, and 64 neurons for decision-making, while experiments are executed for 1000 epochs with
testing after every 50 epochs, and the best results are presented in Table 1.

Overall, Table 1 presents the classification results based on all classification algorithms and
matrices used in this study. There are 15 variants of 6 algorithms tested on six metrics. Overall results
depict that the decision tree and its variants are fast algorithms, and their F1-Score is also one of the
tops in the table. Furthermore, the Jaccard score of decision trees is also good and the second highest
in the table. However, their accuracy is low. Random forest covers this gap and offers better accuracy
by marginal differences on F1-Score but on the cost of time. Random forests have the best accuracy
among all algorithms. XGB is the fastest in linear evaluation, but its other results are among the lowest.
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XGB tree varieties have the best F1-Score, and execution time is not very high compared to decision
trees, but it is lower than random forests.

SVM is the slowest among all, and the results are also not good; we do not suggest using it.
At last, deep learning-based results are not very good, but we believe these results can be useful as
base results and can be improved with state-of-the-art deep learning methods. We leave this for future
work. Finally, we also present the confusion matrix of six classification methods in Fig. 6. The figure
shows that the highest accuracy is on the true negative (TN), which concludes that algorithms are very
accurate in predicting deleted users. However, true positives accuracy needs improvements, and adding
some content-based features will also make a difference which is not the scope of this work.
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Figure 6: Confusion matrices of (a) DT, (b) RF, (¢) XGB, (d) SVM, (¢) KNN, (f) DNN, where 0, 0 is
TP, 0,1is FP, 1,0is FN,and 1, 1is TN

4.4 Feature Importance

Fig. 7 illustrates all nineteen features’ importance on four accuracy metrics using five machine
learning algorithms. All four sub-figures depict that all nineteen features are equally essential and
show no major effects on results except x, on KNN. These results indicate that all features play a vital
role in accuracy rather than depend on any single feature or a subset of features.
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Figure 7: Effect of each feature on the accuracy, F1-score, precision, and recall with machine learning
algorithms
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5 Conclusion and Future Work

This study presents a metadata features-based spammer detection model which aims to provide
a robust and real-time solution while taking only 8 metadata-based features as input. We monitored
the 1.2 million users over 13 months and created 211 K deleted and 1 million existing users dataset,
the largest dataset for spammer detection to date. We derive 11 features from 8 metadata features
and combine them in the spammer detection model for decision-making. We classify these users with
six machine and deep learning classification methods. Our superior results depict that only metadata
features are enough to identify spammers, and complex processes like natural language processing and
graph mining can be omitted for real-time and robust detection.

In the future, we aim to use this dataset as a benchmark for spammer detection as the dataset does
not contain any volatile properties, e.g., tweet content or description. We will create a graph-based
dataset from this dataset where users will be nodes, and one user mentioning other users will create an
edge between users. We will apply the graph neural networks on that dataset and share our findings,
analysis, and comparison between these variants. The presented dataset is the largest available and can
be used as a base dataset to create more datasets. For example, the presented dataset comprises the
users of seven topics which presents the opportunity to analyze which topic users have more chances
to be spammers, and it can be considered in future studies.
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