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ABSTRACT

Deep neural networks often outperform classical machine learning algorithms in solving real-world problems.
However, designing better networks usually requires domain expertise and consumes significant time and com-
puting resources. Moreover, when the task changes, the original network architecture becomes outdated and
requires redesigning. Thus, Neural Architecture Search (NAS) has gained attention as an effective approach
to automatically generate optimal network architectures. Most NAS methods mainly focus on achieving high
performance while ignoring architectural complexity. A myriad of research has revealed that network performance
and structural complexity are often positively correlated. Nevertheless, complex network structures will bring
enormous computing resources. To cope with this, we formulate the neural architecture search task as a multi-
objective optimization problem, where an optimal architecture is learned by minimizing the classification error rate
and the number of network parameters simultaneously. And then a decomposition-based multi-objective stochastic
fractal search method is proposed to solve it. In view of the discrete property of the NAS problem, we discretize the
stochastic fractal search step size so that the network architecture can be optimized more effectively. Additionally,
two distinct update methods are employed in step size update stage to enhance the global and local search abilities
adaptively. Furthermore, an information exchange mechanism between architectures is raised to accelerate the
convergence process and improve the efficiency of the algorithm. Experimental studies show that the proposed
algorithm has competitive performance comparable to many existing manual and automatic deep neural network
generation approaches, which achieved a parameter-less and high-precision architecture with low-cost on each of
the six benchmark datasets.

KEYWORDS

Deep neural network; neural architecture search; multi-objective optimization; stochastic fractal search;
decomposition

1 Introduction

With the rapid development of deep learning technique and computer hardware system, deep
neural network has become one of the most popular and effective approaches in solving real-world
problems, such as computer vision [1]. Compared with classical machine learning algorithms, an
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intuitive reason for the prominent performance is that almost network architectures are carefully
designed professionally and fixedly, such as AlexNet [2], VGGNet [3], ResNet [4], RCNN [5] and
DenseNet [6]. It is generally believed that a universal approach to enhancing the accuracy capabilities
of deep neural networks is to expand the network deeper and wider [7]. However, more complicated
network may lead to a dramatic increase in the number of candidate neural architectures and
indispensable training and processing computational resource. This undoubtedly brings challenges
to artificial network generation and modification. In addition, manually designed networks require a
great deal of expertise and need to be redesigned and tuned when the problem changes.

Recently, Neural Architecture Search (NAS) has become an emerging and popular research area,
since the engineering of this automated search-build network can easily overcome the above shortcom-
ings. The NAS method first determines the search space with different types of layers and parameters.
Then, a search strategy is usually specified to search for well-performing architectures. Specifically,
Baker et al. [8] proposed a reinforcement learning based meta-modeling algorithm to automatically
design convolutional neural network (CNN) architectures, called MetaQNN. Zoph et al. [9,10]
proposed a NAS method with reinforcement learning and recurrent networks which optimizes the
validation accuracy via policy gradients to generate the best neural architecture. Zhong et al. [11]
proposed a block-wise network generation method using Q-learning and e-greedy exploration, called
BlockQNN. Each convolutional block in BlockQNN is represented with a directed acyclic graph,
and the optimal blocks achieved are assembled into the whole CNN. The successful application of
the augmented neuro evolution of topologies (NEAT) approach has made evolutionary algorithms
(EAs) a popular choice for NAS search strategies [12—14]. Xie et al. [15] proposed GeNet to learn
the structure of CNN through genetic algorithm automatically. Each neural structure is encoded
by a fixed-length binary string and evaluated on the validation set. Liu et al. [12] proposed a
hierarchical genetic representation, which selects the hierarchical unit with the best accuracy through
underlying operations, and finally inserts it into a large CNN model. Wang et al. [14] used particle
swarm optimization (PSO) and a novel encoding to search chain-structured CNNs. In Fernandes
Junior et al. [16], a modified PSO is proposed with variable length particles and a novel velocity
operator to search for an optimal CNN structure.

However, the above research regards NAS as a single-objective optimization problem, and the
optimization goal is the accuracy performance of the network while ignoring the complexity of the
network, including the number of parameters. Therefore, the discovered architectures are always overly
complex networks, which contain a large number of redundant layer types and connections, which
reduces the search efficiency and also makes the resulting architectures overly complex. To this end,
Hsu et al. [17] proposed a reinforcement learning based multi-objective NAS method (MONAYS).
The network performance is evaluated by a weighted linear combination of prediction accuracy
and computational cost. Tan et al. [18] further proposed an automated mobile NAS (MnasNet),
in which a special weighting method is adopted to find multiple Pareto optimal solutions. More
recently, Elsken et al. [19] proposed an EA-based multi-objective architecture search method, where the
accuracy and parameters of the architecture are considered simultaneously. Jiang et al. [20] proposed
the use of MOPSO/D to complete multi-objective NAS, called MOPSO/D-Net, using a multi-branch
architecture to obtain an efficient architecture with fewer parameters.

A myriad of existing works reveal that it is necessary to consider multiple abilities when con-
structing neural network architecture, such as accuracy, complexity of the model and consumption of
computational resources. Since these objectives are usually conflicting with each other, it is reasonable
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to formulate NAS as a multi-objective optimization problem (MOP). Multi-objective evolutionary
algorithms (MOEAs) are a kind of effective methods to solve the MOP, and have been successfully
applied in many practical problems. In MOEAs, the decomposition-based idea has received more and
more attention due to its prominent performance in finding trade-off solutions, such as NSGAIII [21],
MPSO/D [22] and RVEA [23]. In general, the MOP is decomposed into several subproblems using a set
of reference vectors, and each of the subproblems is optimized based on stable neighborhood relations
and efficient local matching.

Based on the discussion above, this paper proposes a novel NAS method called decomposition-
based multi-objective stochastic fractal search (DMOSEFES) algorithm. The key contributions of this
paper are as follows:

(1) Our proposed algorithm targets both the training set accuracy of the architecture and the
network structure complexity. The challenge of multi-objective search is to ensure solution diversity
and convergence, and we use a decomposition-based strategy to search for architectures.

(2) In the proposed algorithm, a chained direct coding scheme with specific addition and sub-
traction rules is designed to represent the network architecture. Considering the discrete characteristic
of the search space, the random fractal search step size is discretized to correspond to the structural
peculiarity of the network architecture. Two offspring generation methods are used to improve the
global and local search ability of the algorithm. On top of this, an information exchange mechanism
between architectures is also presented to speed up convergence and intensify the search ability of the
algorithm further.

(3) Experimental results show that the proposed DMOSFS outperforms single-objective NAS
methods in terms of the achieved trade-off solutions. The DMOSEFS also provides competitive results
on six benchmark datasets, and excels in terms of both search speed, architecture accuracy and params.

In the remainder of this paper, we first briefly introduce some concepts and algorithmic ideas
related to multi-objective optimization. Thereafter, in Section 3, we outline the procedure of our
proposed DMOSFS in detail. The experimental design and results are presented in Section 4. Finally,
the conclusion of the algorithm is drawn in Section 5.

2 Background
2.1 Basic Concepts

Generally, a MOP can be stated as:

Hlxinf(x) =X, LX), - fuX)stxeX (1
where X C R”is the decision space with x = (x, x,, - - - , x,,) being the decision vector, f; is the objective
functions to be optimized simultaneously, with i = 1,---, M. Due to the constrains and conflict

among the various objectives, it is impossible to find an ideal solution that achieving optima of each
objective simultaneously so we can only find a series of compromise solutions to balance each goal as
much as possible. These solutions are the trade-offs of various objectives which are also called Pareto
optimal solutions. They are also called Pareto front (PF) in the objective space, and Pareto set (PS) in
the decision space.
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2.2 Stochastic Fractal Search

Stochastic Fractal Search (SFS) was first proposed by Salimi [24] in 2015. The core concept in
SFSis “fractal” representing the property of an object or quantity which explains self-similarity on all
scales. Diffusion Limited Aggregation (DLA) [25] is one of the most commonly used random fractals
methods to generate fractal shape objects and is firstly applied in Fractal Search (FS) by Salimi. In
SFS, a series of Gaussian walks are added to the diffusion process to create new particles and simulate
the DLA method as follows:

GW, = Gaussian (ugp,0) + (¢ X BP —¢ x P)) (2)
GW, = Gaussian (,u,,,a) 3)
and

1
o= |80 p_pp 4)

where ¢ and ¢’ are random selected in interval [0, 1] with uniform distribution. BP and P, represent the
position of the best solution and the i-th solution in the population, respectively. The mean value pzp
and u, of the two Gaussian distributions equals to the absolute value of the solution vector |BP| and

log (t
|P|. The term g ()

is used to increase the distance of Gaussian walks as the iteration progresses.

2.3 Decomposition-Based Methods

The idea of decomposition was first proposed by Liu et al. [26], where a set of direction vectors are
used to divide the whole PF into a series of parts, which is equivalent to dividing MOPs into an equal
number of multi-objective sub-problems. In reality, a set of weight vectors are adopted to convert a
MOP into a number of sub-problems by dividing the entire objective space into some subspaces, in
which each sub-problem remains a MOP. Such a decomposition strategy has been taken seriously. In
this paper, all reference vectors used are unit vectors with the initial point as the origin in the first
quadrant. In order to generate a set of uniformly distributed reference vectors, we use the reference
point generation method in [21].

3 The Proposed Approach
3.1 Network Architecture Representation

3.1.1 Architecture Encoding

When designing algorithms to deal with complex structures such as CNN architectures, encoding
is first and foremost. We use a CNN architecture direct encoding scheme [16], which searches chained
structures. Every time a CNN is used for training, testing, or evaluation, the model is compiled
according to the type of each layer in the particle.

Using chain coding will from the corresponding block-based search space. In a chained represen-
tation, the architecture represented by each particle can be thought of as an accumulation of functional
blocks allowing the use of custom blocks. The search space of the algorithm consists of six types of
layers: convolutional layer, efficient channel attention block (ECA block) [27], basic-block module in
ResNet [4], max pooling layer, average pooling layer and fully connected layer. Each position in the
encoding structure contains information about the type and hyperparameters. In other words, a single
position in the encoding includes not only the layer type but also the hyperparameters corresponding to
that type, such as the number of output feature maps (if a convolutional layer) or the number of neurons
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(if a fully connected layer) and kernel size (if convolution). Fig. 1 illustrates an example of the encoding
scheme, where CO, ECA, Res, PO, and FC represent convolutional layers, ECA blocks, basic-block
modules in ResNet, pooling layers (maximum or average), and fully connected layers, respectively.
The advantage of this chained encoding structure is that the calculation and compilation model can
be directly performed according to the encoding information without conversion. The blocks used in
this article are of the six-layer type shown earlier.

CO |ECA| PO |Res |CO | FC

Figure 1: Single individual architecture representation

3.1.2 Architecture Operation Method

To calculate the growth step size of an individual, we need to specify the calculation rule between
two individuals. In order to avoid the formation of a fully connected layer between the convolutional
layer and the pooling layer (Conv/Pool), resulting in an invalid CNN architecture, each individual
Conv/Pool and FC layer operates independently. During the architecture operation process, we only
consider the layer type of each particle, independent of the hyperparameters. Additionally, the addition
operation between individuals is modified according to the second addend, keeping the layer and
corresponding hyperparameters of the second individual. For instance, if two individuals have different
layer types at the same respective location, the first individual’s type is swapped for the second
individual’s layer type. If both individuals have different layer types, the first individual’s layer and
corresponding hyperparameters are retained as the result of the subtraction between individuals. For
example, if two individuals have the same layer type, the difference will be zero. If the first individual
has fewer layers than the second, —1 will be added to the final difference, indicating that the block at
that position should be deleted. On the other hand, if the first individual has more layers than the
second, the final difference will be added with +L, where L indicates the type of layer to be added,
including CO, ECA, Res, PO, and FC.

3.2 Framework of DM OSF

In contrast to the single-objective NAS method, we propose a decomposition-based multi-
objective stochastic fractal search that considers both precision and complexity tradeoffs when
discovering neural network architectures. Initially, a series of reference vectors decompose the target
space into a set of subspaces. That is, uses a set of weight vectors to convert the MOP into multiple sub-
problems, where each sub-problem is still an MOP. Considering the discrete nature of the search space,
we discretize the stochastic fractal search step size so that the characteristics of the network architecture
can be more effectively characterized by encoding. In the step size update stage, two different update
methods are used to ensure the global and local search ability of the algorithm in the early stage and
later stage, respectively. In addition, in order to further enhance the performance of the algorithm,
an information exchange mechanism between architectures is designed. The main framework of the
proposed DMOSFS is shown in Algorithm 1.
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Algorithm 1: Main Framework of DMOSFS

Input: the maximal number of generations ifermax, reference vectors for selecting
leader solutions Var= {v,, V,. .., Vsenn}, the number of population N; reference
vectors for selecting offspring solutions V= {v,, v,..., Vv
Output: final population P

1: /*Initialization*/

2: P « Initialization( N);
3: Evaluate( P)

4: /*Main Loop*/

5: while ifer< itermax do
6.

7

8

num})

subgbest < Leader-solutions-selection(iter, P, Vsr);
O <« Update(subgbest,P);
: P« Exchange()
9: P—PUZQ,
10: P « Offspring-selection(iter, P, V, N);
11: iter «iter + 1;
12: end while

3.2.1 Population Initialization

In the initialization stage, N particles are created to represent different network architectures.
Each particle generates a random number of layers, between three and /max (the maximum number
of layers). To ensure the resulting CNN architecture is feasible, the first layer of each particle is
fixed as a convolutional layer or an ECA block, and the last layer is set as a fully connected layer.
Additionally, fully connected layers (FC) can only be placed after other types of layers. Therefore,
during initialization, the algorithm ensures that once an FC layer is added to the architecture, each
subsequent layer is also an FC layer.

The initialization process consists of the following five layer-addition strategies:

-Convolution layer addition mechanism: adds a convolution layer with a random number of
output feature maps (between 1 and mapsmax) and kernel size (between 3 x 3 and kmax x kmax, with
astep size of 1 x 1), where mapsmax represents the maximum number of channels of the output feature
map, and kmax represents the maximum convolution kernel size.

-ECA block addition mechanism: adds an ECA block with global average pooling for each
channel separately and followed by two 1 x 1 convolutional layers. The sigmoid function was used
for generating the channel weights.

-Residual block addition mechanism: adds a basic residual block, including skip connections.

-Pooling layer addition mechanism: adds a max pooling layer or an average pooling layer with a
size of 3 x 3 and a stride of 2 x 2 randomly.

-Fully connected layer addition mechanism: adds a fully connected layer with a random number
of neurons between 1 and the maximum nmax. All layers use the rectified linear unit (ReLU) activation
function.

It is worth mentioning that the number of pooling layers is limited by the size of the input data,
because too many pooling layers can result in a feature map size of 0.
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3.2.2 Fitness Assessment

After initialization, each particle architecture will be compiled into a complete CNN by decoding
and e, training to obtain the model training accuracy and the number of model parameters
contemporary. In this work, we use Adam [28] for training and Xavier to initialize the weights. In
addition, dropout and batch normalization can be added between layers to avoid the overfitting
problem [29].

3.2.3 Particle Update

In the DMOSEFS algorithm, the step size of any given particle (P) is adjusted based on the
difference with the subspace leader solution (subgbest). In the following, the selection of the leader
solution subgbest and the step determination strategy will be explained, respectively.

A. Selection of leader solution in subpopulation

The reference vectors divide the objective space into multiple subspaces, and a leader solution
is selected in each subspace to assist the generation of solutions in this subspace, which can better
balance the convergence and diversity of the algorithm.

Firstly, we transform the objective values of each particle by subtracting the minimum value to
ensure that all transformed objective values are in the first quadrant. After that, the population is
divided into N subpopulations according to the spatial relationship of each solution with the reference
vector. In each subpopulation, a leader solution (subgbest) is selected using the angle-penalized
distance (APD) [23] as the selected standard:

/ t\* 0.
diij = ||f,,|| : (1 + M- ( ) . ,,/) 5
[max (pth

and

Pvy = I min ||VIJ7 Vil (6)

e{l,.. . N}LI#

where M is the number of objectives, ¢ and ¢,,,, are the 7-th generation and the maximum number of
generations, respectively. N is the number of reference vectors, ¢, . is the angle between the reference
vector v,; and the other reference vector closest to it. The solution with the smallest APD in each
subpopulation is selected as the leader solution.

B. Step size determination

With the subgbest selected in each subpopulation, we using the following method to update the
step size:

i(BP — P) (j) unchanged r<d

7
(BP — P) (j) randomadjustment else M

where j represents the j-th layer of the network structure, and d is the randomized control parameter
of the algorithm. A larger d will help the particle structure converge to the global optimum structure
more quickly, but may reduce the probability of escaping from a local optimum. In contrast, smaller
values of d will reduce the diversity of the population, increasing the likelihood of getting stuck in a
locally optimal architecture. From this equation, whether to keep the j-t/ layer unchanged or randomly
initialized to other block types for replacement depends on the value of 7, which is calculated according
to the following formula:
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) ) 1/3
r = Gaus (O, l — = ) p < (—”"'A )

itermax itermax

(®)
r=Levy () else

where 8 is set to 1.5, and p is a random number generated in [0, 1). The benefit of using two different
methods to generate r is that a larger r can be obtained through Levy flight in the early search stage
to enhance the global exploration ability of the algorithm by randomly adjusting the step size.

Once the stride calculation is complete, the algorithm adds or removes corresponding layers from
the architecture according to the stride. It is important to note that we need to check the number of
pooling layers in the architecture to decide whether to remove a pooling layer. In other words, if the
related architecture of the particle has more pooling layers than allowed, the excess pooling layers are
removed from back to front.

3.2.4 Information Exchange

In DMOSFS, an information exchange mechanism between architectures is designed to further
improve the search ability of the algorithm. Information is exchanged by bit, that is, exchange between
layers of different architectures after updating.

P () =P.()— P () )

where P, is the ¢-th individual randomly selected in the population, and j represents the j-t4 layer of
the individual. The condition of exchange is:

1/3
P' < ( iter )
! iterma
‘max 3 (10)
iter
Pi(/) < (itermax)

Information exchange can only be performed when individual P, and the j-¢h layer P, satisfy
the exchange submission at the same time. Through this constraint, the algorithm can exchange more
information in the early stage to increase the search ability.

3.2.5 Offspring Selection

We adopt an elitist strategy to select offspring from the updated solution and the parent population
to the next generation. Offspring in each subspace is selected independently based on the distance
measurement. Due to the non-uniform distribution of solutions, not enough solutions can be selected.
To ensure the distribution of solutions, we propose the circular selection mechanism.

Initially, the objective values F = {f,, ..., fj» } of the individuals are converted to F' = {f/,.... 1, }:
£ =1 = Zimin (11)

wherei = 1,...,|P|, Zn, = {Zl,min, e zM,min} represents the minimum value on each objective in the
population, M is the number of objectives.

After completing the transformation of the objective values, we divide the solutions into different
subspaces according to the spatial relationship between the solutions and the reference vectors. In this
way, a solution f; is assigned to a subpopulation P, if and only if the cosine value between f; and v, is
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the maximum among all the reference vectors:

P, = {f,’- k = arg max cos 0,-,,-] (12)
jell N}
where f; represents the i-th particle in P, with i = 1,...,|P|, cos§,, is the cosine value between the

converted solution /| and the reference vector v,.

Since the number of subspaces is close to the number of individuals in each generation population,
the uniformity of the distribution of selected solutions is maintained to satisfy the diversity of
solutions. To better select solutions with sufficient convergence, we use the Euclidean distance as the
selection criterion:

d; =1\ (13)

where | - || represents Euclidean norm. According to the distance calculated by formula (13), the
solution of the minimum distance in each subpopulation is selected as the next generation solution.

On account of the uneven distribution of solutions, not every subpopulation has candidate
solutions. To solve this, we adopt circular selection to obtain enough candidate solutions. Specifically,
an optimal solution is selected from each subpopulation according to the selection criteria in the order
of the reference vectors. If the selected solutions are not enough, repeat the above process until enough
solutions are selected.

4 Comparative Studies

The performance of the proposed DMOSFS was tested on a set of classic image classification
datasets. The following subsections will describe the datasets, comparative models, algorithm param-
eters, and experimental results in detail.

4.1 Benchmark Test Datasets

To evaluate the proposed algorithm and compare the performance with other deep learning
models, we selected six datasets with publicly available results: MNIST, MNIST-RD, MNIST-
RB, MNIST-RD + BI, Rectangles, and Convex. Due to limited computing power and the aim of
developing scalable and efficient search algorithms, we only tested our algorithm on datasets with
small input sizes. The configuration of these datasets is summarized in Table 1.

Table 1: The configuration of the chosen benchmark datasets

Benchmark Dimension Class Size of training Size of test
MNIST 28 x 28 10 50000 10000
MNIST-RD 28 x 28 10 12000 50000
MNIST-RB 28 x 28 10 12000 50000
MNIST-RD + BI 28 x 28 10 12000 50000
Rectangles 28 x 28 2 1200 50000

Convex 28 x 28 2 8000 50000
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The MNIST [30] dataset is a standard benchmark for testing new machine learning algo-
rithms. MNIST-RD (rotated digits), MNIST-RB (random noise as background), and MNIST-
RD + BI (rotated digits and background images) were modified from the original MNIST by
Larochelle et al. [31]. These datasets contain irrelevant information compared to the original MNIST,
making it a good test of the model’s generalization ability. The modified datasets also have a small
number of training samples, which poses a challenge to the model.

The Rectangles dataset consists of black and white images of rectangles with different widths and
heights. The motivation is to learn which dimension is greater, the width or the height. The Convex
dataset contains black and white images of geometric shapes, and the objective is to determine whether
the shape is convex or not.

4.2 Compared Algorithms

To evaluate the performance of our proposed DMOSFS algorithm, we compared the results with
those of state-of-the-art deep learning algorithms. The comparing algorithms include population-
based algorithms such as evoCNN [32], IPPSO [14], psoCNN [16], and MOPSO/D-Net [20], which
are similar to the proposed DMOSFS in that individuals evolve over time to find a suitable CNN
model for the corresponding dataset. We also select some manually-designed deep learning models
for comparison.

For the MNIST dataset, we selected more advanced CNNs for comparison, including artificially
designed networks such as RCNN [5], DropConnect [33], ResNet [4], CapsNet [34], and LeNet-5 [35],
as well as automatically designed networks like evoCNN, IPPSO, psoCNN, MnasNet [18], GeNet [ 5],
and MOPSO/D-Net. We also compared the architecture accuracy results obtained by applying SFS to
single-target NAS (called SFSCNN) according to our encoding method and particle update method.

For the MNIST-RD, MNIST-RB, MNIST-RD + BI, Rectangles, and Convex datasets, we
selected CAE-1 [36], CAE-2 [36], PCANet-2 [37], RandNet-2 [37], LDANet-2 [37], evoCNN, IPPSO,
psoCNN, and SFSCNN as comparison models.

4.3 Algorithm Parameters

In this section, the comparison results by the DMOSFS algorithm and other deep learning
algorithms are given. In the experiments, DMOSFS was tested on a single Nvidia TITAN Xp GPU
with 12 GB of display memory. The parameters used in DMOSFS can be divided into three categories:
algorithm optimization parameters, CNN architecture initialization parameters and CNN training
parameters. The values of the parameters are given in Table 2.

Table 2: Algorithm parameters of the DMOSFS

Description Value
Number of iterations 20
Swarm size 20
Probability of randomization (d) 0.5
Number of reference vectors used to assist in leader solutions selection 5
Number of reference vectors used to assist in offspring selection 10
Minimum number of outputs from a Conv layer 3

(Continued)
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Table 2 (continued)

Description Value
Maximum number of outputs from a Conv layer 256
Minimum number of neurons in a FC layer 1
Maximum number of neurons in a FC layer 300
Minimum size of a Conv kernel 3x3
Maximum size of a Conv kernel 7x7
Minimum number of layers 3
Maximum number of layers 20
Epochs for architecture evaluation 1
Epochs of the searched architectures training 100
Dropout rate 0.5

4.4 Experimental Results

Fig. 2 presents the performance of the Pareto optimal solutions obtained by DMOSFS after 20
generations on the training data set. The non-dominated solutions achieved are limited, while more
are needed in the training process. During the search process of DMOSEFES, we keep 20 solutions in
each generation even if some of them are dominated by others. The accuracy of the training set and
the number of model parameters are the two evaluation indicators of the multi-objective NAS we
built. As shown in Fig. 2, the Pareto front obtained on each data set progressively approximates the
optimal direction of each objective. The trade-off solution achieves a relatively small validation error
rate and fewer parameters than the initial generation. It is attributed to the search process of the two
targets in the reference vector-based multi-target SFS. During this process, solutions far from reference
vectors or have large scalar values are discarded, promoting solution convergence and indicating the
algorithm’s effectiveness on both objectives. Moreover, due to the decomposition-based search, the
final solutions exhibit good diversity in the target space, as evidenced by their uniform distribution.
This approach avoids the absence of boundary solutions while retains more reasonable candidates
throughout the evolution process, making it easier for users to choose the most suitable solution for
their needs. The performance of the Pareto solutions on the test data sets is depicted in Fig. 3.
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Figure 2: (Continued)
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Figure 2: Performance of the final particles obtained by DMOSFS on the training datasets
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Figure 3: Performance of the final particles obtained by DMOSFS on the test datasets

In practice, it is necessary to choose an appropriate solution from the Pareto front obtained by
DMOSFS. According to prior knowledge, the architecture with the highest classification accuracy on
the test set is selected. Table 3 presents the detained layer composition of the best architectures for
different datasets. Notably, the algorithm tends to employ a single fully connected layer at the end of
each CNN. This has been verified by previous research, which suggests that a single fully connected
layer yields better results than multiple fully connected layers [38]. The number of layers in the neural
network architecture varies across problems, demonstrating that the variable-length encoding method
is more flexible and provides more search possibilities. Each architecture contains at least one residual
block, highlighting the strong performance of the residual block in feature extraction.
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Table 3: Selected CNN architectures found by DMOSFES on each dataset

Benchmark Layers Parameters
Convolution Kenel size:5 x 5; output filters:83
ResidualBlock

MNIST MaxPooling Kenel size:3 x 3; strides:2 x 2
ResidualBlock
Fully Connected Output neurons: 10
Convolution Kenel size:6 x 6; output filters:184
ECA
ResidualBlock

MNIST-RD MaxPooling Kenel size:3 x 3; strides:2 x 2
MaxPooling Kenel size:3 x 3; strides:2 x 2
ResidualBlock
Fully Connected Kutput neurons: 10

MNIST-RB Convolution Kenel size:3 x 3; output filters:41
ResidualBlock
ResidualBlock
Convolution Kenel size:5 x 5; output filters:131
Average Pooling Kenel size:3 x 3; strides:2 x 2
ResidualBlock
Fully Connected Output neurons: 10
Convolution Kenel size:3 x 3; output filters:150
ECA
ResidualBlock

MNIST-RD + BI Max Pooling Kenel size:3 x 3; strides:2 x 2
ResidualBlock
Fully Connected Output neurons:10
Convolution Kenel size:4 x 4; output filters:85

Average Pooling

Kenel size:3 x 3; strides:2 x 2

Rectangles Average Pooling Kenel size:3 x 3; strides:2 x 2
ResidualBlock Output neurons: 10
Fully Connected Output neurons:2
Convolution Kenel size:3 x 3; output filters:92
ResidualBlock

Convex Max Pooling Kenel size:3 x 3; strides:2 x 2
Max Pooling Kenel size:3 x 3; strides:2 x 2
ResidualBlock
Fully Connected Output neurons:2
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The comparison results of the CNNs discovered by DMOSFS with manual and automatic models
on the MNIST dataset are summarized in Table 4. From the table, DMOSFS achieved higher test
accuracy than CAE-1, CAE-2, PCANet-2, RandNet-2, LDANet-2, LeNet-5, and ResNet. It also
approached the state-of-the-art results of CapsNet, RCNN, and DropConnect, which usually rely on
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special techniques that are excluded from the search space of NAS methods. Apart from handcrafted
models, DMOSFS outperformed five automated models of evoCNN, IPPSO, psoCNN, MnasNet, and
MOPSO/D-Net. It also achieved the same error rate as GeNet, the best among the selected comparison
models. In terms of structural complexity, the proposed algorithm yielded more compact and efficient
CNNs, with 0.39 M parameters, which is slightly higher than MOPSO/D-Net, less than LeNet-5, 4 x
fewer than IPPSO, 6x fewer than SFSCNN, 8 x fewer than psoCNN, and 9x fewer than MnasNet.

Table 4: Results comparison among DMOSFS and peer algorithms on the MNIST dataset

Model Manner Error rate (%) Params Search cost
CAE-1 2.83% - -

CAE-2 2.48% - -
PCANet-2 1.06% - -
RandNet-2 1.27% - -
LDANet-2 Manual 1.40% — -

LeNet-5 0.75% 0.43 -

ResNet 0.41% - -

CapsNet 0.25% - -

RCNN 0.31% - —
DropConnect 0.21% - -

evoCNN 1.18% -

IPPSO 1.13% 1.47 2 GPU/2.5h
MnasNet 0.82% 3.5 1 GPU/3.9h
psoCNN 0.44% 3.26 1 GPU/7.3h
GeNet Automated 0.38% - 10 GPUs/2 days
MOPSO/D-Net 0.40% 0.16 1 GPU/6h
SFSCNN 0.40% 2.4 1 GPU/4.3h
DMOSEFES 0.38% 0.39 1 GPU/3.4h

It is also demonstrated in Table 4 that the proposed DMOSEFS has the least computational cost.
Although our accuracy is consistent with GeNet, GeNet requires expensive computing resources (more
than 24 h on multiple GPUs), which may be its attempt to search a complete architecture. IPPSO,
psoCNN, and SFSCNN complete the task in 2.5h on 2 GPUs, 7.3h on 1 GPU, and 4.3h on 1 GPU,
respectively. These three methods use automated chain structures and shallow architectures to make
training easier and fitness evaluation faster. MOPSO/D-Nets uses a chain structure and multi-branch
architecture, which can further reduce the search time to 6 h on a single GPU. But DMOSEFS only
needs 3.4h on a single GPU, which is the least consumption in the comparison algorithms. This is
probably because we are using a chained structure. The results demonstrate that DMOSFS search can
make the searched architectures more accurate, with fewer parameters and less cost.

Table 5 shows the comparison of the architecture obtained by DMOSFS on the other five datasets.
On the Rectangles and Convex datasets, DMOSFS performs best showing that the algorithm can find
a network architecture with sufficient accuracy. The accuracy performance on MNIST-RB is second
only to SFSCNN and outperforms other models. The accuracy performance on the remaining two
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datasets is not as good as SFSCNN and psoCNN, but still better than other algorithm models. It is
worth noting that the accuracy results of SFSCNN on MNIST-RD, MNIST-RB, MNIST-RD + BI,
and Rectangles are all the best. These results can prove the superiority of the step update method and
information exchange in our proposed algorithm. DMOSFS does not perform as well as SFSCNN
because the number of iterations of DMOSEFES is very small in consideration of the computational cost.
When the number of iterations is increased, the performance will become better.

Table 5: Results comparison among DMOSFES and peer algorithms on the MNIST-RD, MNIST-RB,
MNIST-RD+BI, Rectangles and Convex dataset (on 1 GPU)

Model Manner Mnist-RD Mnist-RB Mnist-RD + BI Rectangles Convex
CAE-1 11.59% 13.57% 48.10% 1.48% -
CAE-2 9.66% 10.90% 45.23% 1.21% -
PCANet-2 Manual 8.52% 6.85% 35.86% 0.49% 4.19%
RandNet-2 8.47% 13.47% 43.69% 0.09% 5.45%
LDANet-2 4.52% 6.81% 38.54% 0.14% 7.22%
evoCNN 5.22% 2.80% 35.03% 0.01% 4.82%
IPPSO — — 34.50% - 8.48%
psoCNN 3.38% 1.76% 14.38% 0.03% 1.49%
2.19M 4.27TM 241M 341M 3.1 M
7.9h 8.6h 8.5h 4h 59h
SFSCNN  Automated 3.29% 1.52% 11.76% 0% 1.47%
3.53M 425M 6.06 M 4.8M 24M
10h 9.1h 9.4h 3.4h 6.9h
DMOSEFES 3.78% 1.73% 15.21% 0% 1.23%
1.29M 0.7M 1.06 M 1.38M 0.3M
1.2h 1.3h 1.0h 0.4h 1.0h

In terms of model complexity, DMOSFS has fewer parameters (1.29, 0.7, 1.06, 1.38, and 0.3 M)
compared to psoCNN and SFSCNN. Overall, we can derive that the proposed DMOSFS can effec-
tively search for the efficient and simple neural network architectures with a lower computational cost.

5 Conclusion

In this work, we propose a decomposition-based multi-objective stochastic fractal search NAS
method. The method considers two conflicting goals, model accuracy, and parameters, and finally
obtains a high-performance and compact CNN with a small search cost. To effectively represent the
network architecture, we use a chained direct encoding scheme and discretize the stochastic fractal
search step size to optimize the network architecture more effectively. A set of reference vectors are also
adopted to assist in the update and selection of offspring, maintaining the performance and diversity
of the obtained architecture, and building an efficient search space that can achieve competitive
results compared with hand-crafted and automatically generated CNNs. Our results demonstrate that
DMOSFS can quickly find CNN architectures with high accuracy and few parameters for the given
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dataset. The model obtained by DMOSFS is superior in accuracy and complexity and uses less search
cost compared to other methods.

In future work, Firstly, we consider adding parallel connections to the encoding method to
improve the search performance and obtain more complex models. Then add more complex basic
blocks in the search space, thereby reducing the number of parameters and improving model accuracy.
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