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ABSTRACT
This paper aims to develop Machine Learning algorithms to classify electronic articles related to this phenomenon
by retrieving information and topic modelling. The Methodology of this study is categorized into three phases: the
Text Classification Approach (TCA), the Proposed Algorithms Interpretation (PAI), and finally, Information
Retrieval Approach (IRA). The TCA reflects the text preprocessing pipeline called a clean corpus. The Global Vec-
tors for Word Representation (Glove) pre-trained model, FastText, Term Frequency-Inverse Document Fre-
quency (TF-IDF), and Bag-of-Words (BOW) for extracting the features have been interpreted in this research.
The PAI manifests the Bidirectional Long Short-Term Memory (Bi-LSTM) and Convolutional Neural Network
(CNN) to classify the COVID-19 news. Again, the IRA explains the mathematical interpretation of Latent Dirich-
let Allocation (LDA), obtained for modelling the topic of Information Retrieval (IR). In this study, 99% accuracy
was obtained by performing K-fold cross-validation on Bi-LSTM with Glove. A comparative analysis between
Deep Learning and Machine Learning based on feature extraction and computational complexity exploration
has been performed in this research. Furthermore, some text analyses and the most influential aspects of each
document have been explored in this study. We have utilized Bidirectional Encoder Representations from Trans-
formers (BERT) as a Deep Learning mechanism in our model training, but the result has not been uncovered
satisfactory. However, the proposed system can be adjustable in the real-time news classification of COVID-19.
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1 Introduction

With the exponential growth of unstructured textual data on the Internet, it has become necessary to
categorize the text to analyze and understand essential perspectives that aid decision-making. As a result,
text categorization or classification refers to assigning tags or groups of unstructured data based on its
textual content [1]. This is not only makes indexing the rapidly increasing data more accessible, but it
also aids in retrieving desired material from a vast information space. The advancement of textual data
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processing strategies has sparked research interest in recent years. These techniques are essential because
textual data grows in size over time, and such techniques aid in indexing and retrieving such growing text
data. Data mining is a versatile technology that can forecast future patterns and behaviour [2]. Exploring
data, discovering trends in data, and making forecasts are the three basic operations of data mining. Text
mining is a technique for retrieving previously hidden facts from unstructured data to discover them. This
unstructured data is exponentially nowadays [3].

According to the Atlantic reports of 2016 [4], the New York Times reveals about 150 articles daily
(Monday-Saturday), 250 articles on Sundays and 65 blog posts per day. In March 2019, more than
4.4 million blog posts were published every day [5]. However, there are currently many news articles
about COVID-19 being published on social media, some of which are verified and contain false or
misleading information [6]. These days, the Internet comprises a plethora of news from diverse categories
such as athletics, technology, culture, music, and politics. Such information can be found on the Internet
by every person. If consumers are interested in news relating to a specific section, they must choose the
option and then view the report by clicking on it [7]. This is a time-consuming procedure. It will be a
safer alternative if it is possible to view the customer’s news based on his preferences. While the number
of websites offering information on the Internet has grown, it has become more challenging for the user
to find news of personal interest. Consequently, it is essential to categorize the news sentences so that
users can quickly view them.

Machine Learning (ML) models have drawn a lot of attention in recent years. ML-related methods learn
to classify data based on previous observations and understand the inherent connections between pieces of
text and their labels using pre-labelled examples as training data [8]. State-of-the-art techniques in NLP are
now widely used because they have revolutionized text classification research. As search engines provide
vast amounts of data, it is essential to filter and classify related news in COVID-19, especially in the
current global pandemic [9]. This is the key idea and motivation of this study to bring about an effective
solution to classify the news reports regarding COVID-19 and find the most dominant topic in each
document to obtain meaningful insights through topic modelling. This research’s priority is to analyse
COVID-19 news articles. These sorts of news effectively are extensively being published by various
news reporters, and it is often difficult to track out the authentic information [10]. For instance, whether
the economy goes down or people take such a pandemic positively has to measure to make a country
step forward. While these types of pandemics may come more in the future, a pipeline has been prepared
so that any meaningful message can be extracted by analyzing the behavior of the users. In this research,
there are three contributions found in this proposed study:

� Computational complexity analysis has been accomplished to classify important news like
COVID-19, which will play a very influential role for those who desire to work in this domain.
We have developed a sequential model to classify COVID-19 news and reduce the loss function to
enhance the model’s accuracy.

� Topic modelling has been carried out by extracting confidential information related to
COVID-19 from the dataset, which will positively contribute to the research community finding
the pattern and diving into more research.

� The state-of-the-art Natural Language Processing (NLP) techniques have been developed to create a
robust model applicable in real life.

The paper is organised into five interconnected sections. Section 2 gives the literature search results and
reviews and associated discussion. Section 3 shows the overall research methodology and proposed system
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analysis. Section 4 presents the result with the corresponding relevant discussions. Finally, Section 5
illustrates the conclusion of this manuscript.

2 Literature Review

The spreading Coronavirus brings many crises worldwide and a human-made problem that disseminates
inaccurate and false information. However, the feelings of an imperative need of understanding the most
accurate and authentic news of this sentimental issue, the Tweets and R statistical software is used by the
authors Jim et al. in the paper [11] for textual analysis with the help of two Machine Learning (ML)
alignment which measures the practicability and effectiveness of Coronavirus Tweets in terms of
accuracy, where a short tweet accuracy is 91% and 74% based on the Naïve Bayes method and the
logistic regression method, respectively. Still, for long tweets, both ways provide comparatively weak
performance. Paper [12] have applied the Natural Language Processing (NLP) literature and Deep
Learning Long-Short Term Memory (LSTM) literature as word inflicting corpus and Recurrent Neural
Network (RNN). The texts are collected from the Customer Relationship Management (CRM) system of
an online ads consultancy farm from 2009 to 2020 to use the structured text data for valuable information
mining and more magnificent vivisection. From the paper [13], it can be said that for detecting each
context’s sentiment polarity, Long Short-Term Memory (LSTM) is usually complex and more time
consuming for training.

On the other hand, though the CNN and gating mechanisms are more straightforward, efficient and need
less training time, it neglects each context modelling’s specific representation [14]. So, the Interactive Gated
Convolutional Network (IGCN) was proposed by Avinash et al. with a bidirectional gating mechanism to
represent the target and resemble review context relationship, positional Information, POS tags, and
domain-specific word inflicting for the sensibility of the target. SemEval 2014 datasets depict the
effectiveness of the propound IGCN model. Generally, short and noisy texts are collected from online
based sources. So, achieving high performance is beyond the Natural Language Processing (NLP)
method, such as the probabilistic dormant semantic Bow-of-Word (BOW) model. However, to overcome
this problem, the LSTM model and a word sensitive keyword vocabulary were proposed in [15], which
can provide the full text’s semasiology. For completing this research successfully, the IMDB and
SemEval-2016 datasets were used to examine the short-text sentiment analysis, where the result came out
with an accuracy of 1∼2%. An improved variant of the LSTM model known as the Gated Recurrent Unit
(GRU) is also proposed to show performance. In the paper [16], the authors try to present a new model,
named BLSTM and CNN, where the deep learning model is used for achieving a better result in the
classification of Chinese text. The model consists of two layers of LSTM. One layer of CNN where
LSTM obtains a serialized output from past to future context and CNN is for eliciting features from a
visualized image with significant performance.

In the paper [17], the authors offered a method to detect false news or rumour in social media with a deep
learning model and a CNN. The study also demonstrated a comparison with other related works, which
mentioned that the proposed work provides laudable performance accuracy, f-measure and recall. The
authors of the paper [18] described an intelligent topics classification and extracting model known as
TClustVID, which can analyze the news or posts related to COVID-19 in terms of accuracy. The Twitter
dataset of COVID-19 is collected from the IEEE Dataport repository and created a word-to-index
dictionary by pre-processing the dataset to clean the raw data. TClustVID model represented a high
performance compared to other existing methods.

This paper [19] concatenated the sentiment analysis regarding multiple sources. The authors of this
study utilized various newly adopted deep learning and tracked out the efficiency of the models. The
performance score was found to be satisfactory.
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Based on the review of the above paper, it can be said that these have dealt only with Natural Language
Processing and Traditional Classification issues (Table 1). Topic modelling of Twitter’s dataset in paper [20]
has been done by utilising Deep Learning’s algorithm, but no news article has been classified in COVID-19.
Besides, the research limitation applied the state-of-the-art NLP technique to classify the news articles. The
above study has not analysed computational complexity, so this research provides a compact solution. This
research includes identifying COVID-19 related news articles and topic modelling by performing the state-
of-the-art NLP techniques, which will play a crucial role. We have extracted essential insights into the data
through a text analytics approach and performed computational complexity analysis.

3 Methodology

The Proposed Research Methodology (PRM) has been separated into three sections for instance, Text
Classification Approach (TCA), Proposed Algorithms Interpretation (PAI), and Information Retrieval
Approach (IRA). The Text Classification Approach (TCA) is further subdivided into three segments to
illustrate Research Dataset, Text Preprocessing, and Features Extraction Pipeline (FEP). The Features
Extraction Pipeline (FEP) is additionally classified into two portions, namely, Pre-trained Model Structure
(PTMS) and Non-Pre-trained Model Structure (NPTMS). The novel Deep Learning Algorithms has been
combined in the Algorithm Selection section. Fig. 1 shows the Proposed Research Methodology (PRM).
The Text Classification Approach (TCA) section describes how text preprocessing was accomplished for
applying to machine learning. The explanation of the practical algorithms is shown in the Proposed
Algorithms Interpretation (PAI) section. Finally, the mathematical description of how confidential
information was extracted from the dataset is shown in Information Retrieval Approach (IRA) section.
However, the detailed illustration and consequence are demonstrated in Fig. 1.

Table 1: Comparison with the previous results in terms of their methodology, strength and results

Source Method Strength Accuracy/result

[11] Naïve Bayes and
Logistic regression

measures the practicability and
effectiveness of Coronavirus
Tweets

91% and 74%

[12] LSTM, RNN Information mining The information mining has been
accomplished.

[13] LSTM Analyze context sentiment Detecting each context’s sentiment
polarity using a computational method.

[14] LSTM, GRU Sentiment analysis Short-text sentiment analysis with
satisfactory performance.

[15] BI-LSTM, CNN Text classification Achieved significant performance with
the use of concentrated methods.

[16] CNN Detect false news or rumour on
social media

Using the deep learning method and
obtained significant results.
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3.1 Dataset Preparation

The dataset that has been utilized in this research was collected from [20]. The dataset contains fake and
real news regarding COVID-19. After merging all the datasets, the total sample size was 47489, of which
23948 were related to COVID-19, and 23531 were general news articles. These dataset features are
classified into five parts: Label (1 or 0), headline, description, image, and source.

3.2 Corpus Preparation

NLP’s biggest challenge is text pre-processing; it is suggested to implement a classification algorithm on
a refined corpus instead of a noisy corpus. Otherwise, the model accuracy will be poor. The uproarious
corpus incorporates irrelevant things inside the content. For example, incorrect spelling, numerical
qualities, emoji, stop words for example ‘,’, ‘!’, ‘?’, ‘.’, ‘~’, ‘||’, ‘|’ and so on. They corrupt the
preparation, which gives a low exactness rate. The end of these substances from the corpus will upgrade
the model efficiency. For example, ‘!’, ‘?’, etc., special characters are suitable for sentiment analysis but
are not efficient for classification problems as these reduce the model’s effectiveness. The following steps
are followed to make a clean corpus in this proposed study: tokenization, stop words, capitalization,
noise filtering, stemming, and lemmatization.

3.3 Features Extraction

In the case of Text data, the features must be extracted to fit the data into classification algorithms; simply
put, the computer usually understands the numeric data instead of the Text data, so it is crucial to extract the

Figure 1: Stage of the text classification and classifying of a news article
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features from the text to transform the text data into the form of numeric. The Features Extraction Pipeline
(FEP) is categorised into two segments: Pre-trained Model Structure (PTMS) and Non-Pre-trained Model
Structure (NPTMS). The PTMS illustrates the novel word embedding’s approach, namely, FastText Glove
and BERT. On the other hand, the NPTMS explained the standard features extraction approach: Term
Frequency-Inverse Document Frequency (TF-IDF) and Bag-of-Words (BOW) model. It is to be
mentioned that, before extracting the features, text preprocessing approaches such as stemming,
lemmatization, stop words and tokenization was applied because in a sentence, every word does not hold
semantic information, so it is required to eliminate appropriately. After that, the features extraction
techniques such as NPTMS and PTMS were utilized to transform the input data into a numeric form.

3.4 Algorithm Selection

This section describes the algorithms that have been utilised in terms of COVID-19 related news
classification. In this case of text classification, we have applied the traditional Machine Learning and
Deep Learning algorithms. While experimenting, it was observed to look at the performance and
prediction accuracy; moreover, this study found that the Deep Learning algorithms perform well on Text
data, which has been employed in this research. We have received 98% and 97% accuracy in Bi-LSTM
and CNN algorithms. The following Fig. 2 demonstrates the Architecture of the proposed research.

Bidirectional Long Short-Term-Memory (Bi-LSTM):

Bi-LSTM input sequences can be in both directions with two neuron sub-layers. This orientation is to
generate a complete input context. Fig. 2 shows the inputs, forward, backward and output layers. There are
also backward hidden sequences, namely h

 
, ~h. From this configuration, we can compute the output

sequence y:

~ht ¼ H Wx~hxt þW~h
~h~ht�1 þ b~h

� �
(1)

ht
 ¼ Hðwx

 
hxt þ w  h

 
htþ1 þ b hÞ (2)

yt ¼ W~hy
~ht þ w h y

 
ht þ by (3)

Latent Dirichlet Allocation (LDA):

We have used Latent Dirichlet Allocation (LDA) (TMA) as an Intuition Modelling subject. In Text data
collection, LDA is a very interpretable and widespread architecture to evaluate topics [21]. In LDA, a
complexity layer is introduced, and K is assumed, which presents a list of subjects. In a specific

Figure 2: Architecture of the Bi-LSTM
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document, m provides probability distribution over K topics. Again, the distribution of the likelihood of each
particular issue is called Vocabulary V. The formula is divided into five interconnected modules, such as LDA
Total Probability, Dirichlet Distribution of Topics over Terms, Dirichlet Distribution of documents over
Topics, and Prob of a Subject that appeared in a particular paper in an individual Prob of a Topic.

4 Result, Observation & Findings

The Results Analysis section is classified into four parts, for instance Empirical Consequence (EC),
Model Assessment Report (MAR), Comparison of Previous Research (CPR), and Text Analytics
Approach (TAA). The Empirical Consequence has illustrated the classification reports collected after
building models by the traditional approach and Deep Learning (DL approach. The Model Assessment
Report (MAR) interpreted and evaluated the best model that appears with satisfactory accuracy. Similarly,
the loss function reports found while experimenting that explicitly narrated in the MAR section. The
Comparison of Previous Research (CPR) delineated the method utilised beforehand and compared the
previous study’s proposed models. The Text Analytics Approach (TAA) eventually manifested the
meaningful insights found and demonstrated by graphical representation.

4.1 Empirical Consequences

The accuracy of predictions from the classification algorithms is estimated by applying a classification
report. The report demonstrates the precision, recall and F1-score of the key classification metrics per class.
The metrics are computed by using true and false positives and true and false negatives. The metrics consist
of four elements: true positive, false positive, true negative, false negative, and false negative [22]. In Table 2,
the classification report of the Deep Learning algorithms and state-of-the-art NLP approach is based on the
features extraction technique. Table 3 shows the traditional machine learning algorithms’ classification
reports on the term frequency-inverse document frequency (TF-IDF) system. Table 4 explained the
classification reports applying the Bag-of-Words (BOW) model. Fig. 7 delineated the ROC curve and
confusion matrix on top of the models that had excellent accuracy in the news classification of COVID-
19. The following Eqs. (4)–(7) were considered for finding the precision, recall and F1-score [23].

Table 2: Classification report of the deep learning algorithms

Algorithm For the case of “0.” For the case of “1.”

Features extraction
technique (FET)

P R F1 P R F1 Accuracy
score

CNN Text to sequence 0.98 0.98 0.98 0.98 0.98 0.98 0.98

LSTM Text to sequence 0.98 0.97 0.99 0.97 0.98 0.99 0.98

BI-LSTM Text to sequence 0.99 0.98 0.99 0.98 0.99 0.99 0.99

BI-LSTM Fast Text 0.98 0.99 0.98 0.97 0.98 0.97 0.98

BI-LSTM Glove 0.99 0.99 0.99 0.99 0.99 0.99 0.99

BERT Bert (FET) 0.98 0.95 0.97 0.95 0.99 0.97 0.97
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Precision: The ratio of the model’s true positive estimate to the total (correct and incorrect) positive
estimate. It is articulated as:

Precision ¼ TP

TP þ FP
(4)

Recall/Sensitivity: The ratio of being able to predict as positive. It is given in mathematical form as:

Recall ¼ TP

TP þ FN
(5)

F1-score: This is the harmonic mean for Precision and Recall and provides a better estimate than the
Accuracy Metric of the wrongly classified instances. It is given, mathematically, as:

F1 ¼ 2 � Precision:Recall

Precision þ Recall
(6)

Table 4: Classification report of the traditional machine learning algorithms (BOW approach)

Algorithm For the case of “0.” For the case of “1.”

Features extraction
technique (FET)

P R F1 P R F1 Accuracy
score

DTC BOW 0.98 0.98 0.98 0.98 0.98 0.98 0.98

RFC BOW 1.0 0.97 0.98 0.97 1.0 0.98 0.98

KNN BOW 0.68 0.98 0.80 0.96 0.55 0.70 0.76

MNB BOW 0.85 0.97 0.91 0.97 0.84 0.90 0.90

GB BOW 0.99 0.95 0.97 0.95 0.99 0.97 0.97

LR BOW 0.99 0.98 0.99 0.98 0.99 0.99 0.99

SVM BOW 1.0 0.85 0.92 0.87 1.0 0.93 0.93

Table 3: Classification report of the traditional machine learning algorithms (TF-IDF-Uni-Gram approach)

Algorithm For the case of “0.” For the case of “1.”

Features extraction
technique (FET)

P R F1 P R F1 Accuracy score

DTC TF-IDF 0.98 0.98 0.98 0.98 0.98 0.98 0.98

RFC TF-IDF 1.0 0.97 0.98 0.97 1.0 0.96 0.98

KNN TF-IDF 0.85 0.99 0.92 0.98 0.83 0.90 0.91

MNB TF-IDF 0.95 0.98 0.96 0.98 0.95 0.96 0.96

GB TF-IDF 0.99 0.96 0.98 0.96 0.99 0.98 0.98

LR TF-IDF 0.99 0.97 0.98 0.97 0.99 0.98 0.98

SVM TF-IDF 1.0 0.94 0.97 0.95 1.0 0.97 0.97
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Accuracy: It is the measure of all the instances correctly predicted. It is given as:

Accuracy ¼ TP þ TN

TP þ TN þ FP þ FN
(7)

4.2 Model Evaluation

The Model Assessment Report (MAR) is organised by several approaches, such as the ROC (Receiver
Operating Characteristics)- AUC (Area Under Curve), Test Accuracy of Models, Test Loss of Models, and
Confusion Matrix. It should be noted here that the model assessment of this section has been performed on
top of the algorithm that gives the best accuracy. We found a satisfactory score by using the Bi-LSTM with
the Glove approach. The MAR in this section shows how well our proposed model performs in this particular
work.

Fig. 3 illustrates the ROC-AUC curve on Bi-LSTM with Glove pre-trained model. Another method of
determining how good the performance of different classification models is is the ROC-AUC curve. ROC
stands for Receiver Operating Curve, and AUC stands for Area Under Curve. The higher the ROC value,
i.e., closer to 1, the better our model. This performance evaluation indicator tends to plot based on TPR
against the FPR based on the various threshold values. By looking at Fig. 3, it can be clearly described
that the value of AUC is close to almost 1 (0.99), so our model can admirably distinguish between all the
Positive and the Negative class points correctly.

Figure 3: ROC-AUC curve on Bi-LSTM with Glove
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On the other hand, Fig. 4 exhibits the Confusion Matrix on Bi-LSTMwith Glove. The Confusion Matrix
determines the accuracy of all types of classification algorithms. The Confusion Matrix consists of four types
of values: TP, FP, TN, and FN.

Figs. 5 and 6 demonstrate the test and loss accuracy of the models that have been considered for
classifying the COVID-19 news articles. The number of epochs is similar to the number of iterations if
the batch size is the entire training dataset. Figs. 5 and 6 show some variation in accuracy at the par
epoch, and the loss function fluctuates.

4.3 Measuring the Complexity

The computational complexity of machine learning is a mathematical analysis of the possibilities for
productive learning by computer. It works within recently applied machine inference models centring on
computational complexity theory and has a clear focus on successful and general learning algorithms.
Table 5 shows the bound of the algorithms for dense data. We have the following approximations by

Figure 4: Confusion Matrix on Bi-LSTM with Glove

Figure 5: Test accuracy of the models
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naming n is considered to be the experimental instances, p is recognized as a features parameter, ntrees is the
number of characteristics (for methods based on various trees), nsv is the ratio of support vectors and nli is the
total percentage of neurons at layer i in the neural network.

4.4 Comparative Analysis

The Comparison of the Previous Research (CPR) section illustrated the previous study’s performance
and compared it with the proposed model’s accuracy. Here should mention that we focused on the
algorithms, features extraction method, and accuracy found beforehand. Our primary focus is on Deep
Learning based algorithms that have been utilised over the years in the context of text classification;
however, in this case, we did not find the enormous study carried out for classifying the news article in
terms of COVID-19. The previous research was concentrated on Fake News classification to mitigate the
misleading information on social media. Table 6 shows the comparative analysis of the previous study.
We have compared our work with the top seven recent research related to text classification and showed
accuracy. The paper whose accuracy is less than our model has been written “No”, the details description
is shown in Table 6.

Figure 6: Test loss of the models

Table 5: Measure the computational complexity of machine learning algorithms

Algorithm Classification/Regression Training Prediction

Decision tree C + R O n2pð Þ O pð Þ
Random forest C + R O n2pntreesð Þ O pntreesð Þ
Gradient boosting ðntreesÞ C + R O npntreesð Þ O pntreesð Þ
SVM (Kernel) C + R O n2pþ n3ð Þ O nsvpð Þ
k-nearest neighbours C + R – O npð Þ
Neural network C + R – O pnl1 þ nl1nl2 þ . . .ð Þ
Naïve Bayes C O npð Þ O pð Þ
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4.5 Information Retrieval

Topic Modeling Approach (TMA) is a systemic way to classify objects existent in a text document and
extract secret patterns displayed by a text corpus [24]. It can be applied for several purposes, for instance,
document clustering, feature selection, information retrieval from unstructured data, etc. The Latent
Dirichlet Allocation (LDA) illustrates a topic model and is applied to categorise text into a specific topic
in a document. Fig. 7 shows the coherence score based on the topic number for Latent Dirichlet
Allocation (LDA). The details visualization and meaningful insight are demonstrated in Fig. 7.

Table 7 shows the most representative document for each topic, and by looking at Table 6, topic number
and topic per contribution can be discovered.

Table 6: Comparative analysis of previous research

References Algorithm Feature extraction
method

Dataset
size

Accuracy Proposed model’s
accuracy
(Yes/No/Equal)

[10] NB – N/A 91% No

[11] CNN Text to Sequence 10000 87% No

[13] DECR-Bi-GRU-
CNN

Text to Sequence 329242 89.67% No

[14] LSTM Text to Sequence 800000 93% No

[15] MLSM LSTM One Hot Encoding 31000 88% No

[16] Bi-LSTM Text to Sequence 25935 96% No

[17] IGCN – 6000 81% No

Our proposed
model

BI-LSTM with
Glove

Text to Sequence,
Glove

14012 99%

Figure 7: Coherence score for Latent Dirichlet Allocation (LDA)
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5 Conclusion

TheWorld Health Organization (WHO) has repeatedly stated that the virus may last for years. Therefore,
effort must be given to ensure only accurate information is placed online to ensure people’s safety in COVID-
19. This proposed study used a predictive model using the Bidirectional Long Short-Term Memory (Bi-
LSTM) with Glove pre-trained model, which can classify the news reports regarding COVID-19 with
98% accuracy. This research extracts hidden patterns by modelling topics using the Latent Dirichlet
Allocation (LDA) algorithm. Computational complexity analysis has also been shown in this beneficial
research. In future work, we will analyze the sentiment to find out what kind of difficulties people are
facing with COVID-19 globally and identify the related factors responsible for many reasons.
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