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ABSTRACT

Person re-identification (ReID) aims to recognize the same person in multiple images from different camera views.
Training person ReID models are time-consuming and resource-intensive; thus, cloud computing is an appropriate
model training solution. However, the required massive personal data for training contain private information
with a significant risk of data leakage in cloud environments, leading to significant communication overheads.
This paper proposes a federated person ReID method with model-contrastive learning (MOON) in an edge-
cloud environment, named FRM. Specifically, based on federated partial averaging, MOON warmup is added to
correct the local training of individual edge servers and improve the model’s effectiveness by calculating and back-
propagating a model-contrastive loss, which represents the similarity between local and global models. In addition,
we propose a lightweight person RelD network, named multi-branch combined depth space network (MB-CDNet),
to reduce the computing resource usage of the edge device when training and testing the person ReID model. MB-
CDNet is a multi-branch version of combined depth space network (CDNet). We add a part branch and a global
branch on the basis of CDNet and introduce an attention pyramid to improve the performance of the model. The
experimental results on open-access person RelD datasets demonstrate that FRM achieves better performance than
existing baseline.

KEYWORDS

Person re-identification; federated learning; contrastive learning

1 Introduction

With the increasing demands for improved public safety, the number of surveillance cameras
has increased greatly, and person re-identification (RelD), a deep learning task involving tracking
individuals across multiple cameras [1], has become increasingly important. At present, person RelD
approaches are based on images [2], videos, or even text, with an image-based person RelD model
presented in this study.
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Given that training person RelD models are both time-consuming and resource-intensive, cloud
computing is an appropriate solution for model training; in this approach, all the personal data used
for training are transmitted to a resource-rich cloud server. However, the transmission of massive
volumes of personal data to remote cloud servers for training has numerous issues. In particular, given
the risks of data leakage and increasingly stringent data privacy regulations, person RelD models,
which require huge amounts of personal data for training, cannot directly use the data stored across
many edge servers for training. In addition, the mainstream person RelD model has a large number
of parameters, which is a challenge to edge devices with limited computational power.

Edge computing is a form of distributed computing that works in cooperation with cloud
computing by migrating the data computation from central cloud servers to edge servers of networks
located closer to the end devices. Edge computing has been widely used in fields such as traffic flow
prediction [3], service requirement prediction [4], microservice [5], IoV task offloading [6], and data
caching optimization [7]. In an edge-cloud environment, federated learning can be used as a distributed
training framework for deep learning. By using this approach, personal data privacy can be protected
by training the person RelD model locally on edge servers and uploading the person RelD model
weights instead of the raw data to the cloud server for federated aggregation [§]. In addition, due to
the characteristics of distributed training, each edge server achieves better model performance and
avoids the significant communication overhead associated with high-volume data uploads.

Data collected from different edge servers suffer from non-identity and independent distribution
(non-IID); the data are collected from different cameras in different locations and at different times,
which causes variability in the number of images, the number of identities, and data distributions in the
data collection environment. Data with non-IID seriously affect the federated learning performance
[9,10], representing the primary issue affecting federated person ReID models. However, to address
this issue, the model-contrastive federated learning (MOON) [1 1] approach aims to correct the local
training of individual edge servers and improve the model effectiveness by calculating the similarity
between various model representations. In contrast to traditional federation learning, when calculating
the person RelD model loss in the local training process, in addition to the cross-entropy loss of the
person RelD model itself, the comparison loss is also added; this parameter corrects the local updates
by maximizing the representation agreement learned by the current local model and the representation
learned by the global model.

Based on these observations, in this study, we propose a federated person RelD with MOON
warmup in an edge-cloud environment model, named FRM. Specifically, through applying federated
partial averaging (FedPav) [12], the model-contrastive loss is added to correct the local training of
individual edge servers and improve model effectiveness by calculating and back-propagating the
model-contrastive loss, which represents the similarity between the local model, the global model,
and the local model in the previous step. In addition, MOON warmup reduces the number of model-
contrastive loss rounds during training, which can enhance the performance of the person ReID model
and avoid overfitting. Moreover, considering the lightweight model makes it easier to deploy on edge
devices, which is helpful for the wide application of our FRM. We propose a lightweight person
RelID network, named multi-branch combined depth space network (MB-CDNet), to replace the
ResNet-50 network in FedPav. MB-CDNet is a multi-branch version of combined depth space network
(CDNet) [13]. We add two branches on the basis of CDNet and introduce an attention pyramid
network (APNet) [14] to improve the performance of the model.

The main contributions of this paper are summarized as follows:

e Propose a federated person RelD method with MOON warmup, named FRM.
e Propose MB-CDNet, a lightweight network for person RelD.
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e Conduct extensive experiments based on an edge-cloud scenario to evaluate the performance
of FRM.

The rest of this paper is organized as follows: in Section 2, related studies are described.
In Section 3, the design of FRM is proposed. In Section 4, the experimental results are presented
and analyzed; finally, the study’s conclusions are presented in Section 5.

2 Related Work

In this section, the existing publications related to our study are reviewed from the perspectives of
person RelD and federated learning.

2.1 Person RelD

Person RelD is an image retrieval task. With the development of deep learning, the research
direction of person RelD has shifted from hand-built body structure [15] and distance metric learning
[16] to feature extraction from images by designing and constructing deep neural networks, comparing
probe image features with features of gallery images in the database, which forms the basis of
tasks such as person searching, and multi-target multi-camera tracking. A considerable gap remains
between research-based scenarios and practical applications of these technologies. On the other
hand, to reduce the requirement of running environment, some lightweight models are proposed.
Howard et al. [17] introduced depthwise separable convolution to reduce the number of parameters
significantly, and global hyper-parameters that allow the builder to choose the right sized model for
their application based on the constraints of the problem to efficiently trade off between latency
and accuracy. Zhang et al. [18] further reduced the number of parameters by introducing group
convolution, and channel shuffle. Channel shuffle operation allows group convolution to obtain input
data from different groups, which makes the input and output channels fully related and improves the
performance of group convolutional layers. Zhou et al. [19] proposed OSNet, a multi-scale network
with better performance than the standard networks by designing a residual block composed of
multiple convolutional streams. Li et al. [13] proposed a novel search space, and search for an efficient
network architecture, named CDNet, via a differentiable architecture search algorithm. These works
focus on the extraction of global features and pay less attention to part features. In recent years,
researchers have proposed models based on space partitioning [20,21], and most of them are via part
pooling after backbone. However, since most of these works are based on a standard network, this is a
challenge for the environment of model deployment. This is especially true for multi-branch networks,
as branching tends to make the network larger.

2.2 Federated Learning

Federated learning is a distributed training framework for deep learning. McMahan et al. [§]
proposed a federated averaging (FedAvg) algorithm as a baseline. In recent years, statistical het-
erogeneity, one of the key challenges in federated learning [22], has been the subject of extensive
research [10,23]. Li et al. [10] proposed FedProx, which introduces a proximal term into the objective
during local training to limit local model updates. Karimireddy et al. [24] proposed SCAFFOLD, an
approach that corrects local updates by introducing control variates. The gradients in local training
are adjusted by comparing the differences between local and global control variables. However,
researchers [1 1] pointed out that these methods do not perform well on the computer vision task via
deep learning. In addition to federated learning, researchers have proposed other distributed training
methods by developing a resource allocation algorithm to jointly minimize training time and energy
consumption [25]. On the other hand, federated learning limits the propagation range of the training
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data. Sensitive information will not be transmitted outside the edge servers, effectively protecting
privacy. Zhuang et al. [12] proposed federated person RelD (FedRelID), combining federated learning
and person RelD, along with CDW to alleviate the unbalanced impact of huge differences in sizes of
datasets and KD to reduce volatility and help the model training to converge.

2.3 Contrastive Learning

Contrastive learning, derived from self-supervised learning, achieves excellent performance in
computer vision tasks. By reducing the distance between the representations of different augmented
views from the same image and increasing the distance between the representations of augmented views
from different images, the resulting deep learning model’s performance can be improved. Recently,
many contrastive learning methods have been proposed. Tian et al. [26] applied contrastive learning
to the multiview setting, attempting to maximize the mutual information between representations of
different views of the same scene. From a perspective on contrastive learning as dictionary look-up,
He et al. [27] built a dynamic dictionary with a queue and a moving-averaged encoder and present
momentum contrast for unsupervised visual representation learning. MOON constructs a model-
contrastive loss function to minimize the representation distance between differently augmented views
from the same image. Since the data needed to calculate model-contrastive loss is recorded locally,
MOON does not increase the communication cost (the number of communication rounds).

3 Methods

In this section, we first introduce the scenario, followed by our motivation. In addition, we
introduce the design of MB-CDNet. Finally, we describe several key technologies involved in FRM
and the details of FRM with CDW and KD.

3.1 Scenario

In terms of the application of federal learning and referring to the two scenarios proposed in
FedRelD [12], a federated-by-dataset approach is selected in this study. The federated-by-dataset
scenario is an edge-cloud architecture in which the edge server is regarded as the federated learning
“client” that collects and stores images taken from multiple cameras. The cloud server is defined as
the “central server” in federated learning, which gathers the person ReID model weights trained and
uploaded from each edge server to generate a federated aggregation. This approach is selected to
simulate a real-world scenario in which multiple cameras in a community transmit data to a local edge
server for storage and training, and the edge server then transmits the person ReID model weights to
the cloud server for federated aggregation. As illustrated in Fig. I, in summary, we consider a three-
layer hierarchical federated learning system of person RelD in an edge-cloud environment, consisting
of cameras in the end layer, several edge servers in the edge layer near the cameras, and a centralized
cloud in the cloud layer.

Furthermore, given that the distance between the edge servers is different, we consider a scenario
in which each of the three training datasets is divided into a further three child training datasets with
non-overlapping identities to simulate three independent edge servers that store data from the same
domain. To test the person RelD model training, each child training dataset is tested with the test
dataset of the three parent datasets to verify the model’s performance.

3.2 Federated Person RelD with MOON Warmup

Asdescribed in Section 3.1, the person RelD data are stored on different edge servers and collected
from different cameras in different locations and at different times. These data vary in terms of
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the number of images and identities, and the data distributions are affected by the data collection
environment, i.e., they suffer from non-11D.

Cloud Layer

q
-
-
v
i

___________________________________

Figure 1: The architecture of federated person ReID in edge-cloud environment

To solve this problem, we propose FRM. Specifically, based on FedPav, the MOON warmup step
is added to correct the local training of the individual edge servers and improve model effectiveness by
calculating and back-propagating the model-contrastive loss, which represents the similarity between
the local and global models. The framework of FRM is shown in Fig. 2. In addition, CDW is
introduced to mitigate differences in data quantity between edge servers by dynamically adjusting
the federated aggregation weight of the local model, and KD is introduced to solve the problem of
unstable performance during model training by transferring information from the local model to the
global model.

On the other hand, currently, mainstream models have a large number of parameters, which is
a challenge for edge devices. The number of parameters may make these models difficult to deploy
on edge devices with limited computing power. To solve this problem, we propose MB-CDNet, a
lightweight network for person RelD.

3.2.1 MB-CDNet

In recent years, mainstream person RelD models have been based on the ID-discriminative
embedding (IDE) model [28]. The backbone forms an important part of the IDE model and
determines the feature learning capability of the person ReID model. ResNet [29] is a residual learning
framework. By reformulating the layers as learning residual functions with reference to the layer inputs,
instead of learning unreferenced functions, ResNet achieved phenomenal success at the time. ResNet-
50 (i.e., ResNet with 50 layers) is a common choice as the backbone of the IDE model.

In this paper, we propose MB-CDNet, a lightweight network for person ReID which has a smaller
number of parameters and better performance than ResNet-50.
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Figure 2: The framework of FRM

We add two branches on the basis of CDNet and introduce APNet to improve the performance
of the model. Specifically, the global branch and part branch improve the ability of the network to
extract global and local features of the image, and the APNet makes the network pay attention to the
channel features of the image.

As illustrated in Fig. 3, MB-CDNet consists of initial layers, a global branch, an original branch,
and a part branch. Firstly, the input image is passed through initial layers consisting of a stem layer and
Stage 1, which stacks two MBlocks, an APNet, and a down sample block. After forwarding the image
through the initial layers, the network forms three branches, each of them consisting of Stage 2, Stage
3, and FBLNeck. The construction of Stage 2 is similar to that of Stage 1 but has larger dimensions.
The construction of Stage 3 is the same as in CDNet. By this design, the layers in the stem block and
Stage 1 are shared by all the branches.

The difference between branches is mainly the way to segment the feature map as the input of
FBLNeck. In the global branch, the output of Stage 2 is a complete feature map. In the original branch,
the feature map is striped into two parts. In part branch, the feature map is striped into four parts.

We trained MB-CDNet on Market-1501 [2] and DukeMTMC-relD [30] datasets respectively. In
this experiment, the number of epoch is 350, batch size is 64. For the optimizer, the weight decay is
0.0005 and the momentum is 0.9. Table |1 shows performance comparisons between MB-CDNet and
other advanced models. All of the models listed are pretrained on ImageNet dataset [31]. The number
of parameters is counted at inference time. Compared to the performance of SCSN [32], which achieves
the best performance on Market-1501 in the table, the mAP and Rank-1 accuracy of MB-CDNet are
just lower by 0.1% and 0.3%, respectively, with 19M fewer parameters. On DukeMTMC-relD, the
mAP of MB-CDNet are better by 0.6% than SCSN. Compared with network Auto-RelD [33] with the
second least parameter, MB-CDNet has advantages in the performance of both datasets.

In contrast to traditional deep learning models for federated learning, the identity classifier of the
person RelD model in each client differs due to the different training datasets. To solve the problem
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that person RelD models cannot be aggregated due to these different identity classifiers, FedPav is
introduced in the FRM approach.
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Figure 3: The architecture of MB-CDNet

Table 1: Performance comparisons between MB-CDNet and other models

Model Param (M) Market-1501 DukeMTMC-relD
mAP Rank-1 mAP Rank-1
VPM [34] ~26 80.8 93.0 72.6 83.6
CtF [35] ~26 84.9 93.7 74.8 87.6
PCB + RPP [36] ~26 81.6 93.8 69.2 83.3
TANet [37] ~26 83.1 94.4 - -
BagofTricks [38] ~26 85.9 94.5 76.6 86.4
SCSN [32] ~26 88.5 95.7 79.0 90.1
Auto-RelD [33] 11.4 85.1 94.5 75.1 88.5
MB-CDNet 6.9 88.4 95.4 79.6 89.8
3.2.2 FedPav

Given the inconsistency in identity classifiers of person RelD models across all clients, FedPav [12]
is introduced as an improvement of FedAvg. FedAvg [§] is a standard federated learning algorithm:
first, the person RelD model is trained and sent to the server from clients and then aggregated as
a weighted average. In contrast to FedAvg, in FedPav, the clients only upload the backbone of each
person RelD model to the server for federated aggregation. The number of person IDs in the person
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RelD dataset of each edge server is different, meaning that the dimension of the identity classifier of
the person RelD model also differs. By uploading only the model backbone, FedPav avoids the issue
that the weight of each client’s model cannot be directly aggregated due to the differences in their
identity classifiers. Same to FedAvg, FedPav aims to obtain models better than the model trained on
individual datasets (i.e., local training).

The process of FedPav is as follows: (1) The cloud server initializes the backbone of global model
weight and downloads it to all the edge servers. (2) Each edge server initializes a local identity classifier
and combined it with the backbone download from the cloud server into a local model. (3) The edge
server trains the local model with the local dataset stored in the edge server. (4) The edge server uploads
the updated backbone of its local model. (5) The cloud server aggregates the model backbones from
all the edge servers, generating an updated global model backbone and downloads it to all the edge
servers, and back to step (2). FedPav can also aggregate models from other fields that are only partially
identical between models.

3.2.3 MOON Warmup

Person RelD datasets with non-IID include not only differences in the number of images between
datasets but also differences in image content. Additionally, in federated learning, datasets are not
shared, thus it is impossible to directly measure and compare image content differences between
datasets. To address the above problems, we introduce MOON warmup, a modified version of MOON
for federated person ReID. MOON can indirectly obtain the difference information between datasets
and can calculate and back-propagate the model-contrastive loss.

The MOON approach is based on the premise that in federated learning, local training often drifts,
whereas the global model may be more representative than the local models. Specifically, MOON
alleviates the impact of data with non-IID on the model by forcing the representation learned by the
local model to approach that of the global model and diverge from the representation in the previous
local model.

The local loss in MOON is defined as:
Q = QA'M]) + MRCUVI (1)

where u is the weight of £,,,, L, represents the loss of supervised learning, and {,,, represents the
model-contrastive loss which is defined as:

(Sim(z, Zg/()b) )
expl ———

T

sim(z, z,, SIM(Z, Z,er
exp( (ZT Zgl b)) +exp( (ZT Z, ))

where 7 represents the temperature parameter. z, z,,,, and z,,, are the representation of input x from
the local model w! the global model w’, and the last round’s local model w!™', respectively, which are
defined as:

an = - log (2)

z= Rwlt_ (x)
Zglob = Rw’ (X) (3)
Zprev = th_—l (x)

MOON was originally proposed to solve the non-I1ID problem in image classification tasks. Given
the similarity between image classification and person RelD tasks, we speculated that this method
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would be feasible. However, in our experiment, the performance improvement of the person RelD
model is not stable using the MOON method. Initially, the performance of FadPav with MOON
exceeds that of FadPav without MOON; subsequently, after a certain epoch (around 150 epochs in
this experiment), MOON negatively affects the performance of the person ReID model such that its
performance is eventually lower than that of FedPav.

In contrast to image classification, person RelD involves the use of more data with non-IID, and
the domain gap between different datasets is larger, leading to frequent performance fluctuations in
the process of person RelD model training, i.e., the performance of the person ReID model does
not continuously improve. An important function of model-contrastive loss is to reduce the similarity
between the current local model and the local model of the previous round, an approach that does
not always play a positive role. The fluctuations in person ReID model performance usually occur in
the slow growth period after the initial rapid increase of the performance metrics in the early training
stages. The negative effects caused by this issue can be avoided by modifying the loss function when
the person RelD model’s performance fluctuates. Accordingly, to take advantage of the performance
improvement effect of MOON on the model at the start of training, the MOON method will only
be applied at the onset of the training. This approach is referred to as MOON warmup as its effect
is similar to the warmup strategy of learning rate adjusting. In the following experiments, MOON
warmup will be used by default, and FedPav with MOON warmup is referred to as FRM.

3.3 Performance Optimization Methods

To alleviate the impact of differences between datasets on training in federated person RelD,
previous studies [12] introduced CDW and KD approaches. CDW alleviates the non-IID issue caused
by quantitative differences between datasets by dynamically adjusting the model weights for federated
aggregation. In addition, KD can transfer information from the local model to the global model, which
alleviates the problem of unstable model training performance caused by non-I11D.

CDW is a dynamic weight adjustment method applied according to the changes in the model,
which can mitigate the unbalanced effects of large differences in dataset sizes [12]. Given that larger
changes should contribute more to model aggregation so that more of the newly learned knowledge
can be reflected in the federated model, the algorithm is constructed to calculate each client’s model
changes by cosine distance.

The CDW process is as follows: (1) The edge server randomly selects a batch of training data D. (2)
The edge server inputs data d € D into the local model and the global model, respectively, to obtain
logits z and logits z,,,. (3) The CDW of the local model weight m' in round ¢ of training is defined

as m' <« ﬁ > uep 1 —sim(z, z,,,). (4) The edge server uploads CDW m' to the server to replace the

weights n' of each local model in FedPav.

KD [39], a method to transfer knowledge between models, is applied to transfer model knowledge
from the clients (teacher model) to the model on the server (student model). The KD approach can
help to improve the stability of model performance during training. In the experiment, MSMT17 [40]
is used for KD as a shared dataset D,

The process of KD is as follows: (1) The cloud server downloads the shared dataset of KD D,
to all edge servers. (2) The edge server inputs shared dataset D,;,., into the local model to generate soft
labels S;, which are then uploaded to the cloud server. (3) The cloud server averages soft labels from
different edge servers with § = =~ > _Si. (4) The cloud server trains the global model with shared
dataset D,,,.. and soft labels S.
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3.3.1 Comparison between CDW and MOON Warmup

As shown in Table 2, both CDW and MOON warmup adjust the model training according to the
differences between models to improve the training effect. Specifically, the weights from CDW affect
the aggregation of the person RelD model, whereas MOON warmup directly affects the training of
the person RelD model. In addition, CDW only compares the differences between the global model
and the local model, while MOON warmup also considers the previous round’s local model based on
comparing the global model and the local model. The result of CDW is a federal aggregation weight
parameter, with one number for each local model, while MOON warmup calculates the loss for back-
propagation, which contains more information.

Table 2: Comparison between CDW and MOON warmup

Method CDW MOON warmup

Reference  Global model & local model Global model, local model & previous local model
Result Federal aggregation weight  Model-contrastive loss

Influence  Federal aggregation Local training

3.3.2 Performance Optimization of FRM with CDW and KD

The process of FRM with CDW and KD is as follows: (1) The edge servers download the
backbone weight w of the global model from the cloud server. (2) The edge server combines the
backbone of the global model with the local identity classifier from the previous training to form a
new person ReID model. (3) The edge server trains the new person RelD model with the local dataset
and stochastic gradient descent for E local epochs of batch size B and learning rate 1. Local loss { in
the previous e epochs is calculated from the supervised learning loss {,,, (e.g., cross-entropy loss) and
model-contrastive loss {.,,. The model-contrastive loss {,,, is calculated from the global model z,,,, the
local model from the previous round {,,.,, and the local model from this round z. Model-contrastive loss

(Sim(za Zglob) )
Xp| ———
T
exp (SIm(ZT, Zg/ob)) +exp (SIm(Zt, ZW))

dataset into the local and global models; the edge server then calculates the CDW of the local model
from the difference between the output logits z and z,,, from the two models. The CDW is defined as

is defined as 8., = —log

(4) The edge server inputs the local

1
m <« ﬁ > s 1 —sim(z, z,,) (5) The edge server inputs shared dataset D,,,., into the local model

to generate the corresponding soft labels S. (6) The edge server uploads the updated backbone and
CDW m of the local model and the soft labels S to the cloud server. (7) The cloud server aggregates all
the local models to a new global model using the CDW m of each model. The aggregation is defined

m ) .
as o «— > . Mw’ (8) The cloud server trains the federated model using the shared dataset D,

and averaged soft labels S, which is defined as w*' < w*' — nVLoss(F,+1(d), s;"") where d € Dy
(9) Return to step (1).

The process of FRM with CDW and KD is summarized in Algorithms 1 and 2, where T represents
the number of communication rounds, C represents the set of clients, K is the number of the client, £
is the number of the local epoch, e is the number of the local epoch for MOON warmup, t represents
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the temperature of MOON, u is a hyper-parameter for balancing supervised learning loss and model-
contrastive learning loss, m represents the CDW of the local model weight, and D, is the dataset for
knowledge distillation. F,() represents the whole network with model weight w. R, () represents the
network before the identity classifier with model weight w. Table 3 summarizes the parameters used

in this paper.

Table 3: Introduction of algorithm parameters

Parameters

Introduction

AUSINE XD TSmO mAON

Z

The number of communication rounds

The set of clients

The number of the local epoch

The number of the local epoch for MOON warmup
Batch size

Learning rate

The temperature of MOON

The hyper-parameter for balancing supervised learning loss
and model-contrastive learning loss

Dataset

The number of the client

Model weight

Soft labels

The cosine distance weight of the local model

Loss

Logits

The network before the identity classifier

The whole network

Algorithm 1 FRM + CDW + KD (Server)

lnpl-It: T: C': E: €, B? 0, Ty My Dsha‘red: K

Output: w”
1: initialize u

0

)

2: fort=0,1,2,...,T —1do
3: for each k € C concurrently do
{wk, m}, Si} « Clienty(w?®)

end for

t+1 Mg
w — Zkec Wk

t
M

t+1 1 t
S £ D ke Sk

4
5
6: M« Zkec mLk
?.
8
9

for each d € Dgpareq do

10: € + Loss (Fyes1(d), s5™)
11: wtl  wtt — Ve

12:  end for

13: end for

14:

15: return w

T
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Algorithm 2 FRM + CDW + KD (Client)

IHPUt: T? Cs E: €, Br T, Ky Dshareds K

Output: w”
L wh+ w!
2: fori=0,1,2,...,EF do
3: if i < ethen
4 for each b € B do
5: {z,y} « b
6: €y + Loss (F (), )
7 z < Ry (z)
8 Zglob — R'w‘ (I)
9 Zprev Rm:—l (x)
10: logn +— —1lo )
: con g Mp(sim{z.:gh,bl)+exp(,,-m(z,:m,,])
11: € Loup + 11lcon
12: wt — wt —nVE
13: end for
14: else
15: for each b € B do
16: T,y + b
17: € + Loss (F:(z),y)
18: wt — wt —nVe
19: end for
20: end if
21: end for
22: for each d € D do
23: T+d
24z Ry(z)
25: Zglob R,.wt (.’E)
26: g+ 1 —sim(z, Zge)
27: end for
28: m' ]%[Zdeumd
29: w' + wh
30: for each d € D,pareq do
31: x+d
320 sq ¢ Fy(z)
33: end for
34: S* « {s4| d € Dsparea}
35:
36: return {w',m', S}

4 Experiment

This section provides details of extensive experiments that were carried out to evaluate the
performance of FRM. The experiments were conducted on Linux 21.2 with an Intel 15-10600KF
CPU, 64 GB DRAM, and 2 NVIDIA RTX 3090 GPUs in a single machine. The simulation was
performed in a Python 3.8 environment. We experimented with ResNet-50 and MB-CDNet as local
models, respectively, and all the local models are pre-trained on ImageNet dataset [31].
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4.1 Experiment Settings

4.1.1 Datasets

In the experiments, four open-access datasets, as shown in Table 4, were selected to simulate real-
world situations. Among these, DukeMTMC-relD [30], Market-1501 [2], and CUHKO03-NP [41] were
used to train and test the person RelD models, while the MSMT17 [40] dataset was used to apply
knowledge distillation to federated learning. All the above datasets consist of a training set and a test
set, where the test set includes a query set and a gallery set.

Table 4: The characteristics of datasets

Train Test
Dataset #Cameras #Identities #Images Query Gallery
#Images #Images
DukeMTMC-relD [34] 8 702 16522 2228 17611
Market-1501 [2] 6 751 12936 3368 19732
CUHKO3-NP [35] 2 767 7365 1400 5332
MSMT17 [32] 15 1041 32621 11659 82161

Fig. 4 shows the image qualities of each training dataset, and Fig. 5 shows the image quality of
each camera in datasets, all quality scores are generated by the official model of PaQ-2-PiQ [42]. It
can be found that in addition to the difference in the number of images in these datasets, there are also
huge differences in image quality, and camera quantity, leading to a significant domain gap between
them. A higher image quality score indicates a lower image quality. As shown in Fig. 4, compared
with CUHKO03-NP, the image qualities of Market-1501 and DukeMTMC-relD are higher and closer.
As shown in Fig. 5, in Market-1501, the qualities of images from camera 1 have a big gap with other
images from other cameras. In DukeMTMC-relD, the image quality between cameras 1, 2 and 6 is
similar, and the image quality between cameras 3, 4, 5, 7 and 8 is also similar. In CUHKO03-NP, the
difference in image quality between two cameras is small. This situation is likely to be representative
of when the framework is applied to real-world situations. Table 5 shows the characteristics of the
datasets after segmentation.
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Figure 4: Image quality of each dataset
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Figure 5: Image quality of each camera in datasets

Table 5: The characteristics of datasets after segmentation

Dataset #Identities #Images
DukeMTMC-relD-1 234 5560
DukeMTMC-relD-2 234 5000
DukeMTMC-relD-3 234 5962
Market-1501-1 250 4345
Market-1501-2 250 4352
Market-1501-3 250 4225
CUHKO03-NP-1 255 2459
CUHKUO03-NP-2 255 2468
CUHKO03-NP-3 255 2418

4.1.2 Performance Metrics

Two metrics were chosen to evaluate the performance of person RelD models: the mean average
precision (mAP) as measured across all images in a query and the cumulative catching characteristics
(CMCQ) curve, which ranks the query identity similarity to all gallery images. Rank-k represents the
probability that the query identity is in the top-k-ranked images of the gallery. The communication
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cost is calculated as twice the number of communication rounds multiplied by the person RelD model
size. In the evaluation of the person RelD model, only the output features from the model’s feature
layer are compared and the identity classifier is ignored.

4.1.3 Hyper-Parameters Setting

The total number of training rounds T is 400. The number of interactions between the server and
the client is 7,200. The batch size B is 32. To mitigate the feature discrepancy between the updated
backbone and the local identity classifier head, the initialized learning rate of the local identity
classifier is higher. Specifically, the initialized learning rate of the backbone is 0.05, and the initialized
learning rate of the identity classifier is 0.005. Considering less number of the local epoch allows the
local initialized classifier to be updated more timely, which is also conducive to mitigating the feature
discrepancy, the number of the local epoch is set to 1. For the optimizer, the weight decay is 0.0005 and
the momentum is 0.9. All experiments were performed using these settings unless otherwise specified.

4.2 Ablation Studies

4.2.1 Impart of KD

As shown in Fig. 6, the person RelD model shows stable performance with KD, however, the
model’s training performance was unstable without KD. Our experiments further verified that KD
can reduce volatility and can help achieve training convergence. Including the MOON warmup step
does not reduce the benefits of this approach. As shown in Table 7, for smaller datasets like CUHK03-
NP, FRM + CDW + KD is a better choice, whereas for larger datasets, such as Market-1501 and
DukeMTMS-relD, excluding CDW can achieve better results. However, notably, the benefit of KD to
the stability of person ReID model performance comes at the cost of losing the optimal person RelD
model value. Thus, not applying KD may be preferable in scenarios where stable person RelD model
performance is not required but optimal model performance is necessary.
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Figure 6: Performance and convergence comparison of FRM and FRM + KD in DukeMTMC-relD
dataset (with ResNet-50)
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4.2.2 Impart of CDW

Based on the scenario proposed in this paper, for ResNet-50, the federated framework using
CDW for aggregation weighting performs better on the CUHKO03-NP datasets; however, on others,
CDW performs worse than the framework using the dataset size as the aggregation weight. This may
be because person RelD models trained on smaller datasets like CUHKO03-NP gain more weight in
federated aggregation than the original method of assigning weights according to data volume; thus,
the federated models tend to perform better on small datasets and perform worse on other datasets.
Generally, the influence of CDW is neutral in our tested scenario, which may indicate that CDW is
not required in some cases.

4.2.3 Impart of Cross-Entropy Loss

Table 10 shows the performance of local training, FedPav, and FRM training with triplet loss only.
Data shows that the performance of the model that trains with triplet loss only is far worse than the
performance of the model that trains with cross-entropy loss and triplet loss. It can be found that cross-
entropy loss plays a very important role in the person RelD model. Data also reflects the importance
of the identity classifier in person RelD model. The involvement of the identity classifier is necessary
for the training of person RelD with federated learning.

4.3 Comparison with FedPav

The results of local training, FedPav, and FRM are shown in Tables 6 and 7. As shown, for the
same initial model weights, the person RelD model has higher performance after FRM compared
to the person RelD model trained with local datasets only, demonstrating that model obtains more
knowledge from different datasets through the use of FRM. For ResNet-50, FRM beats FedPav by
2.60% in terms of mAP, and 2.17% in terms of Rank-1 accuracy on Market-1501. For MB-CDNet,
FRM beats FedPav by 1.51% and 1.16% respectively in terms of Rank-1 accuracy and mAP on Market-
1501.

Table 6: Performance of local training, FedPav, FedPav with MOON, and FRM (with ResNet-50)

Dataset Local Training FedPav FedPav + MOON FRM
mAP Rank-1 mAP Rank-1 mAP Rank-1 mAP Rank-1

DukeMTMC-relD-1 44.18  66.06
DukeMTMC-relD-2  43.50 64.81 51.33  71.00 51.39  71.00 55.12  74.59
DukeMTMC-relD-3 4431  65.39

Market-1501-1 49.31  73.78
Market-1501-2 5235 76.18 65.20  85.59 63.98  84.50 67.80 87.76
Market-1501-3 50.55  74.73
CUHKO03-NP-1 21.90  23.71
CUHKO03-NP-2 21.66 24.21 23.58  27.28 19.77  23.00 26.01 29.50

CUHKO03-NP-3 23.24 2528
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Table 7: Performance of local training, FedPav, FedPav with MOON, and FRM (with MB-CDNet)

Dataset Local Training FedPav FedPav + MOON FRM

mAP Rank-1 mAP Rank-1 mAP Rank-1 mAP Rank-1

DukeMTMC-relD-1 67.84 82.54

DukeMTMC-relD-2  68.29 82.85 74.71 84.14 74.53  83.81 76.79 85.86

DukeMTMC-relD-3  68.33  82.58

Market-1501-1 78.11  91.56

Market-1501-2 78.15 91.33 82.50 91.30 81.12 90.22 84.01 92.46

Market-1501-3 78.02 91.03

CUHKUO03-NP-1 53.38 57.78

CUHKO03-NP-2 5293 57.35 55.72  61.13 52.74 5845 5732 62.44

CUHKO03-NP-3 53.38  58.07

To further verify the effectiveness of MOON warmup, ablation experiments were performed,
which are divided into four plans, as shown in Tables 8 and 9. Irrespective of the optimization method
combination used, the FRM results are always better than those of FedPav. The data show that MOON
warmup, which was applied at the beginning of training, had a positive effect that persisted after many
epochs of training. We suggest that MOON warmup inhibited overfitting in the person ReID model

at the beginning of training, which may help to improve the stability of the model.

Table 8: Performance of FRM and FedPav with CDW and KD (with ResNet-50)

Dataset DukeMTMC-relD Market-1501 CUHKO03-NP
mAP Rank-1 mAP Rank-1 mAP Rank-1

FedPav 51.33 71.01 65.21 85.60 23.58 27.29
FRM 55.13 74.60 67.80 87.77 26.01 29.50
FedPav + KD 54.15 74.06 60.36 82.99 27.55 31.86
FRM + KD 56.20 75.00 63.36 84.68 28.47 32.14
FedPav + CDW 50.25 70.38 64.59 85.33 25.26 28.36
FRM + CDW 53.12 72.71 68.07 87.32 29.57 34.00
FedPav + CDW + KD 52.78 72.40 58.44 81.12 28.27 32.21
FRM + CDW + KD 55.16 74.91 63.78 84.86 30.99 34.36
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Table 9: Performance of FRM and FedPav with CDW and KD (with MB-CDNet)

Dataset DukeMTMC-relD Market-1501 CUHKUO03-NP
mAP Rank-1 mAP Rank-1 mAP Rank-1

FedPav 74.71 84.14 82.50 91.30 55.72 61.13
FRM 76.79 85.86 84.01 92.46 57.32 62.44
FedPav + KD 75.55 84.75 82.25 91.12 54.69 59.78
FRM + KD 76.60 85.19 84.13 92.73 55.89 60.68
FedPav + CDW 74.54 83.28 82.58 92.04 61.26 65.11
FRM + CDW 75.77 84.98 84.44 92.90 64.62 68.87

FedPav + CDW + KD 74.90 84.22 82.02 91.40 54.90 60.28
FRM + CDW + KD  76.70 85.37 84.10 92.49 56.93 61.95

Notably, in the proposed scenario, FedPav with optimization methods does not perform as
well as FedPav alone on some datasets. FedPav achieves higher performance than all combinations
of FedPav with optimization methods on Market-1501. On the one hand, this outcome may be
due to performance fluctuations without KD; on the other hand, this result also shows that these
optimization methods have certain limitations which are not always effective.

Table 10: Performance of local training, FedPav, and FRM training with triplet loss only (with MB-
CDNet)

Dataset Local Training FedPav FRM
mAP  Rank-1 mAP Rank-1 mAP  Rank-1

DukeMTMC-relD-1 12.11  27.87
DukeMTMC-relD-2 11.22 26.79  8.88 21.50 2.25 6.14
DukeMTMC-relD-3 15.18 34.24
Market-1501-1 11.89  30.34
Market-1501-2 10.39  26.72  6.60 19.70  2.02 5.81
Market-1501-3 11.69  28.68
CUHKO03-NP-1 47.05 5199
CUHKO03-NP-2 31.78 3571 0.74 0.78 0.64 0.91
CUHKO03-NP-3 40.69  44.85

4.4 Comparison of MB-CDNet and ResNet-50

As shown in Tables 6 and 7, MB-CDNet achieves better performances than ResNet-50 in both
local training and federated learning. For example, with FRM, MB-CDNet beats ResNet-50 by
16.21% in terms of mAP, and 4.69% in terms of Rank-1 accuracy on Market-1501. With FedPav, MB-
CDNet beats ResNet-50 by 17.29% in terms of mAP, and 5.7% in terms of Rank-1 accuracy on Market-
1501. It can be found that MB-CDNet achieves better performance by training only on local datasets
than ResNet-50, which federated learning with all datasets. Result also shows that federated learning
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works for a lightweight model like MB-CDNet. In addition, compared with ResNet-50, federated
learning with MB-CDNet reduce the communication overhead associated with model transmission.

5 Conclusion

In this paper, we propose FRM, a federated learning framework of person RelD that incorporates
MOON, a federal learning method for image classification. Our approach was inspired by the extensive
use of image classification backbones in person RelD. However, preliminary experiments showed that
the improvements from MOON are not stable. To overcome this issue, we reduced the number of
rounds of MOON participation in federal learning, meaning that MOON is used as a warmup method
to improve the training effect. Our experiments demonstrate the superiority of FRM compared to
local training. On the other hand, the number of parameters may make person RelD models difficult
to deploy on edge devices with limited computing power. To solve this problem, we propose MB-
CDNet, a lightweight network for person RelD, which has a smaller number of parameters and better
performance than ResNet-50. Finally, we conducted extensive experiments on an edge-cloud scenario
using nine datasets; a comparison with several optimization methods demonstrates the effectiveness
of FRM.
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