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Abstract: Security service function chaining (SFC) based on software-defined
networking (SDN) and network function virtualization (NFV) technology
allows traffic to be forwarded sequentially among different security service
functions to achieve a combination of security functions. Security SFC can
be deployed according to requirements, but the current SFC is not flexible
enough and lacks an effective feedback mechanism. The SFC is not traffic
aware and the changes of traffic may cause the previously deployed security
SFC to be invalid. How to establish a closed-loop mechanism to enhance the
adaptive capability of the security SFC to malicious traffic has become an
important issue. Our contribution is threefold. First, we propose a secure SFC
path selection framework. The framework can accept the feedback results of
traffic and security service functions in SFC, and dynamically select the opti-
mal path for SFC based on the feedback results. It also realizes the automatic
deployment of paths, forming a complete closed loop. Second, we expand
the protocol of SFC to realize the security SFC with branching path, which
improve flexibility of security SFC. Third, we propose a deep reinforcement
learning-based dynamic path selection method for security SFC. It infers
the optimal branching path by analyzing feedback from the security SFC.
We have experimented with Distributed Denial of Service (DDoS) attack
detection modules as security service functions. Experimental results show
that our proposed method can dynamically select the optimal branching path
for a security SFC based on traffic features and the state of the SFC. And it
improves the accuracy of the overall malicious traffic detection of the security
SFC and significantly reduces the latency and overall load of the SFC.

Keywords: Service function chaining; deep reinforcement learning; security
service

1 Introduction

With the rapid development of mobile Internet, the explosive growth of network users and services
has caused the network traffic to rise and the threat of network security to become increasingly
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serious. Currently, network operators use a large number of dedicated hardware to provide security
functions, including deep packet inspection, firewalls and intrusion detection systems, etc. The
dedicated equipment is expensive, and the network framework lacks flexibility, manageability and
scalability. The paths between security function nodes are inflexible and lack dynamic adaptation to
network changes [1].

The emergence of SDN and NFV has changed the implementation method of network security
functions and provided a new development direction to solve the above problems [2]. Network function
virtualization separates network security functions from dedicated devices and deploys them on
universal hardware devices through virtualization. Traditional hardware devices have fixed physical
locations, while virtual network functions (VNF) can be flexibly deployed on any device with sufficient
resources. Traffic is directed in an orderly manner through various network security functions based on
SDN technology, which constitutes a security service function chaining. As shown in Fig. 1, SFC can
provide services by combining different security functions according to requirements, which improves
the flexibility of security functions [3].
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Figure 1: Security service function chaining

DDosS attacks are one of the most common malicious behaviors and one of the main threats to
networks due to the low cost and effectiveness. With the increase in available bandwidth, the number of
large-scale DDoS attacks has increased dramatically and the capability of DDoS attackers continues to
improve. With the development of network devices, various kinds of new DDoS attacks are emerging
[4]. SFC can combine multiple types of DDoS attack detection modules to defend against various
DDoS attacks and improve the security of the network.

In the service function chaining, traffic traverses all security service functions based on predefined
paths. To ensure security, traffic needs to be inspected by all security service functions, which leads
to significant resource waste and increases latency. The security SFC path lacks an effective dynamic
feedback mechanism. And it cannot dynamically adjust the path based on traffic changes and feedback
results from security functions. It lacks adaptive capability and cannot meet the flexible and changing
security requirements. To solve the above problems, we propose a deep reinforcement learning-based
security SFC branching path selection scheme to dynamically select the optimal path for SFC.

Artificial Intelligence (Al) is now widely used in various fields, including network, novel materials
and novel devices [5,6]. Deep reinforcement learning is a major area of focus for Al. The basic concept
of reinforcement learning is to learn the optimal policy by maximizing the cumulative reward value that
the intelligence obtains from the environment [7]. In the SFC path selection problem, there are many
different possible paths, and the goal is to select the optimal path from them by exploring the paths. It
is shown that the selection of the optimal path and reinforcement learning are a good fit. Moreover,
deep reinforcement learning solves the problem of large-scale input data and is more suitable to be
applied to SFC path selection. Compared with deep learning methods, the biggest advantage of deep
reinforcement learning is that it does not require manual design of alternative paths. In the case of
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a large number of security service functions, it is very difficult to design suitable alternative paths.
Therefore, we use deep reinforcement learning algorithm for security SFC path selection.

In this paper, we first propose a security SFC path selection framework. The framework has an
effective closed-loop feedback mechanism, where the statistical features of the entering SFC traffic
and the results of each security service function are fed back to the knowledge base in real time. The
knowledge base analyzes the feedback information and flexibly and dynamically adjusts the paths of
secure SFCs through the controller. Second, we extend the protocol of SFC to implement a branching
path, and traffic can avoid passing through unnecessary security service functions. Third, we propose
a deep reinforcement learning-based path selection algorithm for security SFC, which is used by
the knowledge base to inference the path policy for security SFC and select the optimal branching
path for SFC. Because DDoS attack is one of the current highly representative network threats, we
have experimented using DDoS detection modules as security functions. The proposed scheme can
effectively improve the overall DDoS detection capability and reduce the latency and node load.

The rest of the paper is organized as follows: Section 2 presents related work on the security and
path aspects of the service function chaining. Section 3 explains our proposed system model. Section 4
performs experimental validation, and Section 5 concludes the paper.

2 Related Works

The network security service has the characteristics of changing security processing requirements,
responding quickly according to the security situation. SFC realizes the combination of security
service functions according to security requirements, and achieves the purpose of security protection
detection. The dynamic adjustment of the security SFC according to the system state can improve the
security capability of the service function chain and avoid the waste of resources caused by unnecessary
security functions.

SFC technology is widely used in network security. Shameli-Sendi et al. [8] proposed network
security defense patterns that utilizes best practices and recommendations from security experts to
effectively select deployment options. It meets the required security features according to various
security constraints. Sanz et al. [9] proposed and developed SFCPerf, a framework for automated
performance evaluation of SFC. SFCPerf enable repeatable consistency testing and performance
comparison of network functions and entire function chaining. Zolotukhin et al. [10] focused on
solving the optimal security function chaining problem using reinforcement learning and designed
an intelligent defense system as a reinforcement learning agent. It observes the current network
state and mitigates threats by redirecting network traffic and reconfiguring virtual security devices.
Feng et al. [11] proposed a framework for integrating machine learning with virtualized SFC. They
proposed a machine learning-based anomaly detection algorithm to be used as a service policy for SFC
classifier, guiding the classifier for fast traffic classification and subsequent attack traffic redirection.

To meet the requirements of highly flexible and fast configuration of service functions, SFC
needs to orchestrate paths according to different policies to improve resource utilization. Li et al. [12]
used graph neural networks to construct security SFC. The graph neural networks capture the
complex relationships between physical links and routing policy paths in the network topology to
make predictions about QoS and thus efficiently build a security SFC. Wang et al. [13] constructed
a performance and resource-aware scheduling system for SFC, which achieves to guarantee the
performance of SFC while avoiding resource idleness. Sun et al. [14] proposed an SFC deployment
optimization algorithm to optimize resource consumption and end-to-end latency and improve
network performance. Liu et al. [15] proposed an SFC dynamic orchestration framework for deep
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reinforcement learning in IoT to solve the deployment problem of VNFs and service paths with
optimized end-to-end latency in edge clouds.

Path orchestration takes more into account the overall resource utilization. For each individual
SFC, paths also need to be selected based on requirements in order to better combine service functions
and improve the capacity of the SFC. Ku et al. [16] proposed a reinforcement learning based algorithm
to ensure an efficient SFC environment. It selects an appropriate path for the service function chain
from multiple paths by considering the usage of each node and the link bandwidth between nodes.
Hantouti et al. [17] discussed the concept of partial symmetry and proposed a novel SFC framework
with an abstraction layer that can dynamically create partially or fully symmetric SFCs in multiple
domains. Luo et al. [18] merged multiple SFCs into a security service function tree to reduce the
requirement for resources during virtual security function assignment. Wang et al. [19] extended the
network service header protocol and proposed a partially ordered multipath linking mechanism based
on partially ordered SFC for low latency and partially ordered services. Zheng et al. [20] proposed
network function parallelism (NFP) that allows multiple service functions to run in parallel. NFP
reduces the processing delay from the serially-running service functions.

Deep reinforcement learning is an algorithm that combines deep learning with reinforcement
learning to achieve end-to-end learning from perception to action, and has a wide range of applications
in SFC. Deep reinforcement learning algorithms include value function-based deep Q-network (DQN)
[21] and double deep Q-network (DDQN) [22], and policy-based deep deterministic policy gradient
(DDPG) [23], etc. Zhu et al. [24] proposed a centralized training distributed execution architecture
to solve the SFC deployment problem in IoT using the DQN model. Khoramnejad et al. [25] studied
the service function chain on edge computing servers with partial offloading problem and solved the
problem using DDQN algorithm. Liu et al. [26] studied the problem of efficiently embedding SFC in
dynamic edge cloud scenarios and proposed a DDPG algorithm for small-scale network topologies to
achieve lower latency.

All the above researches do not consider the relationship between SFC path and security
capability, and cannot dynamically adjust the path according to the real-time network state and
security service function state, and cannot improve the detection performance of security SFC by
adjusting the path. In this paper, we use deep reinforcement learning algorithms to dynamically select
the optimal path for the security SFC based on the traffic features and the detection results of the
security service function, and improve the overall security capability of the security SFC.

3 System Model

In this section, we first propose a deep reinforcement learning-based branching path selection
framework for security SFC, and then provide a detailed description of the design of branching paths
and the principles of path policy inference in the framework.

3.1 Framework

The deep reinforcement learning-based security SFC branching path selection framework pro-
posed in this paper is shown in Fig. 2. The proposed framework implements a closed-loop feedback
mechanism for security SFC. It has the capability to sense the traffic entering the SFC and the
state of each security service function in the SFC. And through the analysis of traffic and state, it
dynamically selects and deploys the optimal path for SFC to improve the performance of security
SFC. The framework mainly includes the security SFC module, SFC monitoring module, knowledge
base module, controller module and various interfaces between modules. We use the security SFC
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to achieve flexible combination of security service functions, and guide traffic to traverse the security
service functions according to the set branching path. Security SFC detects traffic from multiple angles
and achieves malicious traffic blocking to meet variable network security requirements. We design the
knowledge base module to direct the path selection of the security SFC through deep reinforcement
learning algorithms, which is connected to the security SFC through the SFC monitoring module
and the controller module. It uses the monitoring information provided by the monitoring module as
the basis for path selection, and implements the actual deployment of security SFC branching paths
through the controller module. The knowledge base module dynamically selects the best path for the
security SFC based on the monitoring information, improves the overall detection capability of the
security SFC, and reduces the load of security nodes and the latency of the SFC.
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Figure 2: Security SFC branching path selection framework

The security SFC module is the underlying foundation for malicious traffic detection and security
protection, and consists of a traffic forwarding submodule and multiple types of security service
functions. The traffic forwarding submodule corresponds to the classifier and forwarder in the SFC
framework. It receives the flow table sent from the controller module, constructs the corresponding
branching path, and realizes the branching forwarding of traffic to make the traffic pass through
the required security service functions. The security service functions are deployed on the universal
computing platform through NFV technology to process the traffic and meet the security requirements
from multiple perspectives. In this paper, a network layer DDoS detection module, a reflection DDoS
(DRDoS) detection module, a low-rate DDoS (LDDoS) detection module, an application layer DDoS
detection module, and a Botnet detection module are used to combine detection of DDoS attacks [27].
And we block the detected DDoS attack traffic through a firewall. In this paper, the protocol of SFC
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is extended to achieve branching path of SFC, which further improves the flexibility of combining the
detection modules for each DDoS attack.

The SFC monitoring module includes two parts: traffic monitoring and detection module
monitoring. It monitors the operation status of the security SFC in real time and feeds the monitoring
information to the knowledge base module in the upper layer as the basis for knowledge base path
policy inference. Traffic monitoring refers to collecting all the traffic entering the SFC and extracting
the statistical features of the traffic to detect whether the type of traffic entering the SFC has changed.
In this paper, we build the security SFC mainly for DDoS attack detection and blocking, so we use
the statistical features of the traffic as traffic monitoring information. These features can effectively
distinguish normal traffic from each type of DDoS attack traffic. Detection module monitoring refers
to real-time monitoring of the feedback results of each DDoS attack detection module and node
resource usage status. The detection time of the detection module is affected by the complexity of
the model itself, but also by the load of the nodes. And the deployment of detection modules on nodes
with high load will lead to an increase in detection time. It is also necessary to consider the resource
usage when constructing the SFC path to avoid excessive resource usage, which exceeds the upper limit
and causes the service to crash.

The knowledge base module is the core of the entire path selection system. It receives monitoring
information from the SFC monitoring module, processes and analyzes this information, and generates
the best branching path for the security SFC in the current state. The knowledge base module consists
of a monitoring information base and a deep reinforcement learning path policy inference submodule.
The monitoring information base receives and processes all kinds of monitoring information from
the monitoring module, and stores them in the traffic feature base, resource usage base and traffic
detection base, respectively. The path policy inference submodule uses the data in the monitoring
information base to train the deep reinforcement learning algorithm. The trained model is used to
dynamically select the best branching path for the current security service function chain to improve
the overall detection capability of the security SFC and reduce the latency and load.

The controller module implements the best branching path derived by the knowledge base module
into the security SFC, enabling traffic to traverse the security service functions according to the new
branching path. The controller module contains the security policy controller and the SFC controller.
And the security policy controller translates the abstract high-level path policies into low-level path
policies. The security policy controller translates the names of security functions into IP addresses and
assigns forwarders and corresponding forwarding rules to each security function based on the path
information to get the low-level path policy. The SFC controller configures the flow table for the SFC
forwarding component according to the low-level path policy, changes the forwarding rules for the
traffic, and deploys a new branching path for the security SFC.

The running process of the whole system is as follows:

1. The type of traffic entering the SFC changes, and the previous security SFC path cannot meet
the effective and efficient detection of new traffic.

2. The SFC monitoring module monitors the traffic and security service functions in real time,
and uploads the new traffic statistical features and the latest feedback results and resource status of
each security service function to the knowledge base.

3. The knowledge base uses deep reinforcement learning algorithms for path policy inference
based on the latest monitoring information to derive the best branching path policy to cope with
new traffic.
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4. The controller module receives the high-level path policy from the knowledge base and
translates the policy to the low-level path policy. Then the flow table is configured for the SFC
according to the low-level path policy, and the best branching path is deployed to the security SFC.

5. The security SFC forwards traffic according to the new branching path, and the SFC has higher
detection capability for current traffic under the new path.

3.2 Branching Path

The security SFC branching path proposed in this paper aims to enhance the flexibility of combin-
ing security service functions, and avoid traffic passing through unnecessary detection modules, which
result in the waste of computational resources and the growth of latency. The original SFC can only
classify traffic at a coarse-grained level by means of ingress classifier. The classified traffic is forwarded
into a determined SFC, and the traffic must traverse all the service functions in the SFC in turn. In
this way, the traffic is not flexible enough to be forwarded, the traffic cannot change the forwarding
path based on the feedback results of the security service function. And the traffic may pass through
unnecessary service functions for ineffective detection, resulting in wasted resources.

Our proposed security SFC branching path is shown in Fig. 3, where three different types of DDoS
attack detection modules are used as security service functions. In the original service SFC, when
DRDoS attack traffic enters the SFC, all traffic is forwarded along the main path. All three detection
modules detect all traffic and the firewall blocks the attack traffic. Under SFC branching path, the
DRDoS detection module forwards the detected DRDoS traffic directly along the branching path to
the firewall for blocking. And the rest of the traffic continues to be forwarded along the main path
to be detected by other modules. Reference [28] focused on the parallelism and diversions of SFC, we
have partially modified it and apply it to path branching security SFC. The branching path can avoid
redundant repetitive detection, and can effectively reduce the load of the security service function and
avoid the waste of computing resources.

—_— Main path
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%. §(
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Figure 3: Branching path

The SFC architecture uses the NSH protocol to implement the forwarding of traffic between
service functions [29]. The NSH header consists of a basic header for information about the protocol,
a service path header for information about the path, and a context header carrying metadata. The
service path header is the key to realize the forwarding of traffic within the SFC and contains a service
path identifier (SPI) and a service index (SI). The SPI indicates a unique SFC path and the SI indicates
the location of the traffic in that path. When the traffic enters the SFC, the NSH header is inserted by
the ingress classifier to the packet, setting its SI value to the default 255, and the SI value is subtracted
by 1 after the traffic passes through a service function. Combining SPI and SI, the traffic can be
forwarded along the SFC path, traversing all the service functions within the path in turn.

We extend the Network Service Header (NSH) protocol and implement SFC branching path using
the context header in the NSH protocol. First we propose the concept of division point and aggregation
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point, which are both service functions in SFC. Traffic is divided into main and branching path at the
division point, and the paths are merged at the aggregation point. Assume that the SPI of the main path
and the branching path are SPI, and SPI,, respectively, and the SI at the division point are SI, and SI,,
respectively, and the number of service functions between the division point and the aggregation point
is n. The NSH header of the traffic before passing through the division point is shown in Fig. 4a. At
the division point, the number of service functions n between the bifurcation point and the aggregation
point is first obtained according to the path information. Then the SPI, and SI,_, of the main path
in the NSH header are saved to the context header and the SPI and SI are set to SPI, and SI,, as
shown in Fig. 4b. At this time, traffic is forwarded to the aggregation point along the branching
path according to the service path header. At the aggregation point, the SPI and SI values of the
main path are restored from the context header, and the traffic continues to be forwarded along the
main path to achieve the merging of the branching path and the main path, at which moment the NSH
header is shown in Fig. 4c.

Service Path Header

Context Header

Base Header

I

SPly | Sh

0 | 0
|

Service Path Header

(a)

Context Header

Base Header

SPI, | Sl

I
SPIy | Sli-n
|

Service Path Header

(b)

Context Header

Base Header

SPI; I Sli-n

0 | 0
|

()
Figure 4: NSH header of branching path

At the division point, the traffic decides whether to forward along the branching path based on
the feedback result from the security service function at the division point. In the scenario shown in
Fig. 3, the DRDoS attack detection module works as a division point, and traffic detected as DRDoS
attack will be forwarded directly to the firewall for blocking along the branching path. The rest of the
traffic continues to be forwarded along the main path. In fact, the basis of whether to forward along
the branching path is highly scalable and can be set flexibly according to the specific security service
functions and security requirements.

3.3 Path Policy Inference

In the knowledge base module, we use deep reinforcement learning algorithms to analyze the
data in the monitoring information base and make path policy inference to dynamically select the best
branching path for the security SFC. The objective is to improve the overall malicious traffic detection
capability and reduce the latency of the SFC and the load on security function nodes.

The monitoring information base consists of a traffic feature base, a traffic detection base, and
a resource usage base. In this paper, we use the DDoS attack detection modules as security service
functions to construct security SFC for DDoS attack detection and blocking. Therefore, we selected
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17 traffic statistical features to form the traffic feature base. As shown in Table 1, the traffic statistics
features includes entropy of IP and port [30,31], packets rate [32], conditional entropy of packet [37],
etc. Because the traffic rate of DDoS attacks is generally larger compared to normal traffic, we chose
packet rate and byte rate as features. When a DDoS attack occurs, there will be a large number of
packets whose destination IP is the same attacked host, and by counting the entropy of IP within
a time window can effectively distinguish whether a DDoS attack has occurred. Different types of
DDoS attacks have different principles and are based on different protocols. By calculating the entropy
of port number and the conditional entropy combining the port and IP can effectively distinguish
different kinds of DDoS attack traffic. The feedback results of each DDoS attack detection module
are recorded in the traffic detection base, as shown in Table 2. These feedback results correspond to
the traffic features, which show the detection capability of the detection module for current traffic and
provide data support for path policy inference. The resource usage base contains the occupancy of
processors, memory and bandwidth of security nodes.

Table 1: Traffic feature base

Feature

Description

Packets rate
Bytes rate
Packet size
Packet variance

Number of packets forwarded per second

Number of bytes forwarded per second

Average packet size

Variance of the number of packets per unit time interval

H (TTL) Entropy of packet survival time TTL

H (TCP Sport) Entropy of TCP packet source port

H (TCP Dport)  Entropy of TCP packet destination port

H (UDP Sport)  Entropy of the source port of UDP packets

H (UDP Dport) Entropy of the UDP packet destination port

H (Packet Size) ~ Entropy of packet size

H (Sip|Dip) Conditional Entropy of source ip given destination ip

H (Sip|Dport) Conditional Entropy of source ip given destination port

H (Dport|Dip) Conditional Entropy of destination port given destination ip

H (Sip) Entropy of the source IP address

H (Dip) Entropy of the destination IP address

H (ASip) Entropy of the change in source IP in the current time window compared to the
previous time window

H (ADip) Entropy of the change in destination IP in the current time window compared to
the previous time window

Table 2: Traffic detection base
Content Description

Module name
Accuracy

Name of detection module
Predicting the correct traffic ratio

(Continued)
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Table 2 (continued)

Content Description

Detection rate Percentage of malicious traffic detected

Detection time Duration of the detection

Flow Number of flows in the time window

Malicious flow Number of malicious flows in the time window

Detected flow Number of detected flows in the time window

Detection capability Malicious traffic detection capability

Precision The percentage of true positives among predicted positives

We constructed a path policy inference sub-module to analyze the monitoring information using
the DDQN algorithm [22] to select the optimal main path for the security SFC, and then add branching
paths to the optimal main path.

The optimal path is defined as the path with the highest overall detection capability and the
lowest SFC latency, while reducing the load on the nodes through branching path. In this paper, we
use different types of DDoS attack detection modules as security service functions. The differences
between detection modules refer to their different effectiveness in detecting different types of attacks.
The differences of each module are reflected in their detection results. The detection results are
uploaded to the knowledge base through the monitoring module. The feedback result of each detection
module contains the detection capability, which indicates the proportion of malicious traffic detected
by the module to the malicious traffic entering the security SFC. As shown in Eq. (1), where A
represents the number of real malicious traffic and T represents the number of detected malicious
traffic.

1
=171 W)

The most important factor affecting the SFC latency is the number of detection modules in the
security SFC, so we use the number of security service functions to indicate the value of the SFC
latency.

The path selection process of the security SFC can be considered as Markov Decision Process
(MDP), where the agent does not need an exact mathematical model, but only needs to perform actions
based on the state and obtain a reward. The MDP tuple we designed is shown as follows:

State: Different types of attack traffic corresponds to different optimal SFC path. To distinguish
the type of traffic, we select features in traffic feature base as the first 17 dimensions of the state as
shown in Table 1. In the process of constructing security SFC paths, duplicate detection modules do
not improve the overall detection capability and lead to an increase in latency. The last 15 dimensions
of the state indicate the detection modules already contained in the current path by different values to
avoid duplication of detection modules. Each detection module corresponds to three dimensions, and
when the module is not selected, the value of all three dimensions is 0. When the module is selected,
the three dimensions used as flags are set to specific values of different orders of magnitude.

Action: The action set contains all the detection modules and the firewall. When the agent executes
an action, the detection module corresponding to the action is added to the end of the SFC path.
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Because the firewall blocks malicious traffic at the end of the security SFC, the security SFC path
construction is completed when the action is a firewall.

Reward: Our proposed system is to select the optimal path for SFC with the highest overall
detection capability and the shortest latency. And we use the ratio of the detection capability of
the detection module corresponding to the action to the length of the SFC path as the reward.
Duplicate detection modules in a security SFC path will not improve the overall detection capability
and will lead to increased latency due to additional detection. To avoid the SFC path containing
duplicate detection modules, after the reinforcement learning agent selects an action, the environment
checks whether the detection module is already present in the path, and if it is, a negative reward
of —150 is given. We set the value to —150 because it is numerically closer to the positive reward,
which makes it easier for the model to converge in training. When the negative reward is too small,
the intelligence will tend to not select the module regardless of whether it is a duplicate or not, and the
training will have difficulty converging to the optimal result. And when the negative reward is too large,
the path chosen by the intelligence may contain duplicate modules. The reward function is defined as
shown in Eq. (2).

C/L, a notin path
fa = {—150, a in path )

where C is the detection capability shown in Eq. (1) and L is the length of the constructed SFC path,
i.e., the number of detection modules included in the constructed SFC path.

For deep reinforcement learning training, after our practical test, the training can be performed
for 19 rounds in 1 s. But the time to reselect a path for safety SFC in a real environment is about 2 s, due
to the latency generated by the policy translation and clearing of the original path. If the agent interacts
with the real environment, it will lead to nearly 20 times increase in training time, and there are risks
such as system breakdown affecting the training. Therefore, we train the DDQN path selection model
in an offline approach and use the trained model to select the optimal main path for the security SFC.
Algorithm 1 describes the offline training process for path selection using the DDQN algorithm.

Algorithm 1: DDQN offline training
Input: Traffic feature set F = {fi,f,....f,}, detection results of each detection module
corresponding to the traffic features D={[d,’.d/?, d/°, d/*, d/],..., [d,).d?, d,}, d,’, d’]}, initialize
the evaluation network Q(6), initialize the target network Q(6) = Q(0), initialize replay memory M
Output: The trained neural network model
1: for episode=1, ... , N do
Initialize the path length counter counter = 0
Initialize done=False
Randomly select set of traffic feature f, initialize state s = [f, 0, ... , 0]
while done=False do
counter = counter+1
For the current state s, randomly chose an action with probability ¢ or choose the action a
ccording to the output of the neural network
Modify the last 15 dimensions of the state s = s’ according to the action a
Calculate the reward r according to Eq. (2)
10: Store transition (s,¢,7,s") in M, and sample random minibatch from M
11: Update the evaluation network Q(6)

R~ IS A Al

(Continued)
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Algorithm 1: (continued)

12: Copy the parameters of the evaluation network Q(9) to the target network Q(0’) each K
episode

13: if a = exit classifier then

14: done = True

15: end if

16:  end while

17: end for

After the DDQN model selects the optimal main path for the security SFC, it gets the precision
of each detection module in the path from the traffic detection base. The precision of the detection
module for a specific attack (e.g., DRDoS detection module for DRDoS attack) is used as the basis to
determine whether to branch at that module. The precision rate represents the probability that among
all the samples predicted to be specific attacks are actually the samples of a specific attack, as shown in
Eq. (3). Where true positive (TP) is the number of attack samples that are correctly classified as specific
attack traffic and false positive (FP) is the number of other samples that are incorrectly classified as
specific attack traffic.

. TP

Precision = ——— 3)
TP+ FP

If the precision is higher than 95%, the specific attack traffic that has been detected is forwarded
directly to the firewall for blocking through the branching path based on the detection results. The
construction of a branching path based on the precision can avoid traffic from passing through
unnecessary detection modules to achieve the reduction of SFC node load. It can also avoid reducing
the overall malicious traffic detection rate of the security SFC due to poorly performing detection
modules.

4 Experimental Results
4.1 Experimental Environment

We build the system environment shown in Fig. 5 on a server using the VMware vSphere platform.
The server CPU model is Intel(R) Xeon(R) CPU E5-2609 v4, 12 virtual machines were used for the
experiment, and the system are Ubuntu 15.04 and Ubuntu 18.04. We use OpenDaylight as the SFC
manager, Open vSwitch to implement the forwarder and classifier functions, and Docker containers
to virtualize each security service function, with security functions deployed decentralized on server
nodes.

In our experimental environment, we use network layer DDoS detection module, DRDoS detec-
tion module, LDDoS detection module, application layer DDoS detection module, botnet detection
module and firewall as security service functions. Detection modules detect DDoS attack traffic, and
the firewall blocks malicious traffic. The detection module has optimal detection performance for
specific types of DDoS attack traffic and also has generalization to detect multiple types of DDoS
attacks. The types of DDoS attacks we send correspond to the detection module, and the specific
subclasses of attack traffic are shown in Table 3. We use tools such as hping3 and SlowHttpTest to
generate attack traffic in an isolated environment, and use the tcpdump tool to capture and save this
traffic. To facilitate the combination of multiple attack traffic, we input the attack traffic into SFC in
a replayed manner using the tcpreplay tool. And we collected traffic from multiple scenarios such as
browser, video and game in 5G environment as normal traffic.
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Figure 5: Experimental topology

Table 3: DDoS attack types

DDoS major type Specific attack type

Network layer DDoS ACK UDP SYN

DRDoS TFTP Memcached SSDP NTP Chargen
LDDoS SlowBody Shrew SlowHeaders Slowread
Application layer DDoS CC HTTP-Get HTTP-Flood HTTP-Post
Botnet Ares BYOB Mirai Zeus

4.2 Branching Path Verification

We constructed a branching path security SFC as shown in Fig. 3. The main path includes
DRDoS detection module, LDDoS detection module, application layer DDoS detection module and
firewall. The branching path uses the DRDoS detection module as a division point to forward the
detected DRDoS attacks directly to the firewall for blocking, and the rest of the traffic continues to
be forwarded along the main path. We send a mixture of normal traffic and DRDoS attacks into the
security SFC to verify the branching path. The division point modifies the NSH header of the packet
according to the result, and the forwarder forwards the traffic according to the NSH header and selects
the corresponding path for it.

Fig. 6 shows the traffic rates changes in the LDDoS detection module and firewall, after the
security SFC path is branched. Before the T1 moment, the branching path is not configured and all
traffic is forwarded along the main path in Fig. 3. The traffic rates at the LDDoS detection module and
the firewall are approximately the same. After configuring the branching path at the moment of T1,
the traffic rate of the LDDoS detection module decreases significantly. It is proved that DRDoS attack
traffic is forwarded along the branching path at the branching point and the remaining normal traffic
is forwarded on the main path. The traffic rate at the firewall does not change significantly after the
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branching, indicating that the branching path and the main path are merged at the aggregation point
and all traffic is forwarded to the firewall. The change of traffic rate at the LDDoS detection module

and firewall indicates that the branching path is successfully configured. According to the rules, the
detected DRDoS traffic is forwarded along the branching path.
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Figure 6: Traffic rate of security function

Fig. 7 shows the latency comparison between the original path and the branching path of the
security SFC. The latency of the branching path is reduced by 46% compared to the original path.
Under the branching path, the traffic rate of LDDoS detection module and application layer DDoS

detection module is significantly reduced, which reduces the queuing delay and time required for
packet forwarding and detection, so the branching path has lower latency.
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Figure 7: Latency of original and branching path

The above experiments show that the branching path security SFC proposed in this paper can
combine security service functions more flexibly, avoid traffic passing through unnecessary detection
modules, and avoid wasting resources. As the branching path reduces the traffic forwarded on the main

path and reduces the queuing delay of packets forwarded on the main path, configuring the branching
path can reduce the overall latency of the security SFC.
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4.3 DDQN Path Selection
4.3.1 Offline Training

In the offline training phase, the experiment has been implemented in Python v3.8 and we
use pytorch 1.6.0 for deep neural networks. We send DRDoS attack, network layer DDoS attack,
LDDoS attack, application layer DDoS attack, botnet attack traffic and mixed traffic of different
types of DDoS attacks to SFC. And we use the monitoring module to collect the traffic features and
the detection results of each module are saved in the monitoring information base. The data in the
monitoring information base is used to train the DDQN model to select the optimal path for the
security SFC.

The DDQN model proposed uses a fully connected neural network containing three hidden layers
with 300, 240, and 240 neurons. After experimental testing, we determine the parameter settings for
the DDQN model with optimal results, as shown in Table 4.,

Table 4: DDQN parameter setting

Parameter Value
Learning rate 0.001
Discount factor 0.9
Exploration degree 0.8
Batch size 128
Experience replay buffer size 5000
Target network update interval 200

We compared the proposed DDQN model with DQN and DDPG and trains 15000 episodes
respectively, and the variation of reward value with episodes is shown in Fig. 8. The DDPG algorithm is
more suitable for continuous action space due to the gradient descent algorithm to update the policy
function, and performs poorly in the discrete action space environment designed in this paper, and
cannot converge to the optimal value. Both DDQN algorithm and DQN algorithm can converge to
the optimal, DQN algorithm is less stable and converges slowly, and DDQN algorithm has better
convergence.

We input random types of attack traffic into the trained model, use different algorithms for path
selection, and obtain the performance of the paths according to the selected paths in the monitoring
information base. Table 5 shows the results of path selection by the three models DDQN, DQN, and
DDPG. Among them, the DDPG algorithm performs poorly and contains more than two duplicate
detection modules in the path, which cannot select the optimal path for SFC. The DDQN algorithm
has the best performance and is stronger than the DQN algorithm in terms of path length and detection
capability, and the path does not contain duplicate detection modules.

4.3.2 Path Comparison

A path containing all detection modules is preset in the prototype, under which all traffic traverses
all detection modules in turn, and the path has the ability to detect all types of DDoS attacks. We send
botnet traffic, network layer DDoS attack traffic, mixed traffic of DRDoS and LDDoS attacks, and
mixed traffic of application layer DDoS and LDDoS attacks to the security SFC separately. And we
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use the algorithm proposed in this paper to select the best branching path for the SFC under these
traffic flows.
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Figure 8: Comparison of reward

Table 5: Path selection results for each algorithm

Algorithm  Average path Average detection capability Number of duplicate detection
length modules

DDQN 2.7 944.1 0

DQN 3.1 906.6 0.3

DDPG 5.8 355.2 2.6

When the DDoS detection module we use detects traffic, it first divides the traffic into different
flows based on IP address and port number and detects whether each flow is malicious or not.
For an individual detection module, the accuracy, precision, recall, F1 score, and malicious traffic
detection capability shown in Eq. (1) measure the performance of the module in detecting attack
traffic. However, the detection results of different detection modules for the same flow may be
different, and the detection results of each module in the security SFC are not uniform, and the
performance index of the security SFC in detecting malicious traffic cannot be directly statistically
measured. Therefore, in this experiment, we make a detection rule for Security SFC, as long as any
detection module in the path of Security SFC detects a flow as malicious, the final detection result of
Security SFC for that flow is malicious traffic. We statistically measure the final detection results of the
flows by Security SFC, and evaluate the overall malicious traffic detection performance of Security
SFC by accuracy, precision, recall, and F1 score. The accuracy, recall and F1 score are defined as
shown in following equation.

TP+ TN TP 2xPxR

- R = ,Fl=
TP+ TN + FP+ FN TP+ FN P+ R

4)

where TP represents the number of samples that are correctly classified among the actual type of
malicious traffic samples; TN represents the number of samples that are correctly classified by the
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model among the actual type of normal traffic samples; FP represents the number of samples that are
incorrectly classified as malicious traffic types among the actual type of normal traffic samples; and
FN represents the number of samples that are incorrectly classified as normal traffic among the actual
type of malicious traffic samples.

Figs. 9—-12 show the comparison of malicious traffic detection performance between the preset
path and the DDQN selected branching path for four different types of DDoS attack traffic. As shown
in Fig. 9, DDQN selected branching path has a higher accuracy rate under each type of DDoS attack
traffic, with an average improvement of 4%. This is because the pre-defined path contains all types of
detection modules, and there will always be detection modules with poor performance for the incoming
attack traffic. The poorly performing detection modules in the path cause a decrease in the overall
detection accuracy of the security SFC. In contrast, the path selected by DDQN only includes modules
with better performance, so it achieves a higher accuracy. As shown in Fig. 10, the precision of DDQN
selected branching path improve by an average of 3.7%. Under DDQN selected branching path, less
normal traffic is detected as malicious traffic. As shown in Fig. 11, the two paths are similar in terms of
recall, indicating that path selection does not increase the rate of missed detection of malicious traffic.
F1 score is a comprehensive reflection of precision and recall, which can evaluate the detection results
more comprehensively. Fig. 12 shows that the F1-score of DDQN selected branching path improve by
an average of 2.5%. The improvement in F1 scores indicates that the DDQN path selection algorithm
improve the overall detection performance of the security SFC.
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Figure 9: Accuracy of security SFC

100 - B Preset path
@DDAN branching path
98 4
96 -
[ =4
k=l
o
8 %
o
92 4
g] 4
a8 4
Baotnet NetDDoS DRDoS+LDDoS AppDDoS+LDDoS

Figure 10: Precision of security SFC



2936 IASC, 2023, vol.37, no.3

100 - @Preset path
o8 | @DDAN branching path
96 4
-_— 94 1
§ 92 4
o
90 4
a8 4
86 4
84 4
82 -

Baotnet NetDDoS DRDoS+LDDoS AppDDoS+LDDoS

Figure 11: Recall of security SFC

100 - B Preset path
@DDAN branching path
a8 -
96
ol
EI 92 4
a) -
a8 -
86 -

Botnet NetDDoS DRDoS+LDDoS AppDDoS+LDDoS

Figure 12: F1-score of security SFC

Fig. 13 shows the average latency comparison between the preset path and the selected branching
path of DDQN under attack traffic and normal traffic. When inputting normal traffic, the traffic
needs to pass through all detection modules in the preset path. While in the DDQN selection path, the
traffic only needs to pass through the firewall. Therefore, the latency of normal traffic in the DDQN
selection path is significantly less than the preset path. When inputting the mix of normal traffic and
DDoS attack traffic, in the DDQN selected path, normal traffic is forwarded along the main path, and
the number of detection modules in the main path is less than the preset path. It reduces the latency
caused by forwarding and detection, and some of the attack traffic is forwarded directly to the firewall
along the branching path, reducing the queuing latency of the main path traffic. Therefore, under all
kinds of traffic, the latency of the path selected by DDQN is significantly lower than the preset path.

Fig. 14 shows the total SFC load for the preset path and the branching path selected by DDQN
under DDoS attack traffic and normal traffic. Since all loads of the SFC are generated by forwarding
and detecting the traffic, we use the traffic rate sum of all detected modules in the SFC path to
approximate the SFC load, which is normalized for presentation purposes. We send botnet traffic
into the service function chain at the initial moments and change the input traffic to network layer
DDoS traffic, mixed DRDoS and LDDoS traffic, mixed application layer DDoS and LDDoS traffic
and normal traffic at moments T1, T2, T3 and T4. After the input traffic changes, our proposed system
receives timely feedback and dynamically selects and deploys the optimal path for security SFC. Under
the preset path, all traffic traverses each detection module in turn. Under the DDQN selected path,
the path contains fewer detection modules, and the traffic is avoided to pass through unnecessary
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detection modules by branching the path, so the load of the DDQN selected path is lower than the
preset path.
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Figure 14: Variation of security SFC load

5 Conclusion

In this paper, we focus on the closed-loop feedback mechanism of security SFC, which makes
adaptive and dynamic selection of paths. We first propose a security SFC path selection framework. It
dynamically selects and deploys the optimal paths for security SFC based on feedback information.
Second, we extend the NSH protocol to implement security SFC with branching path. The branching
paths enhance the flexibility of SFC to combine security service functions. We also propose a DDQN-
based security SFC path selection algorithm for inferring the optimal path policy. We conducted
experiments with the DDoS attack detection module as security service functions. The results show
that our proposed branching path selection scheme achieves feedback loop, and improve the overall
malicious traffic detection capability and effectively reduce the latency and load of the SFC. In the
future, we will focus on building a more advanced knowledge base and guide the optimal branching
path selection for security SFC through the knowledge base.
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