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Abstract: Content-based medical image retrieval (CBMIR) is a technique
for retrieving medical images based on automatically derived image features.
There are many applications of CBMIR, such as teaching, research, diagnosis
and electronic patient records. Several methods are applied to enhance the
retrieval performance of CBMIR systems. Developing new and effective
similarity measure and features fusion methods are two of the most powerful
and effective strategies for improving these systems. This study proposes the
relative difference-based similarity measure (RDBSM) for CBMIR. The new
measure was first used in the similarity calculation stage for the CBMIR
using an unweighted fusion method of traditional color and texture features.
Furthermore, the study also proposes a weighted fusion method for medical
image features extracted using pre-trained convolutional neural networks
(CNNs) models. Our proposed RDBSM has outperformed the standard well-
known similarity and distance measures using two popular medical image
datasets, Kvasir and PH2, in terms of recall and precision retrieval measures.
The effectiveness and quality of our proposed similarity measure are also
proved using a significant test and statistical confidence bound.

Keywords: Medical image retrieval; feature extraction; similarity measure;
fusion method

1 Introduction

In the fields of data science and information retrieval, the concepts of similarity measures or
metrics have been widely used. While the similarity measure describes how data samples or objects are
closed or related to each other, the dissimilarity measure can tell us how distinct these objects or data
are. In the content-based image retrieval (CBIR) in general, or specifically in the content-based medical
image retrieval (CBMIR), similarity calculation is considered one of the important stages or phases
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of the retrieval process [1,2]. Any content-based medical image retrieval (CBMIR) method has the
ability to represent medical images using their numerical attributes or features extracted from the basic
image descriptors, such as color, texture and shape. This step of pre-processing or feature extraction
was considered an offline process, because it was performed first and it was independent from the
other components of retrieval systems. The second and most important stage, which is considered the
core of any information retrieval system, is the retrieval process, which compromises two main stages
or phases, the similarity calculation and the ranking process [3]. Feature extraction and representation
are considered key to the success of any CBMIR system, because all the subsequent processes and
operations, such as query analysis or reformulation, or any fusion method depends on these numerical
values. The semantic gap between low level information, in terms of the main characteristics or image
features captured by a machine and high level human perception, is still very large and a great deal of
research has been conducted to reduce this gap [4].

Many solutions have been proposed over the past two decades to reduce this gap and enhance
the retrieval performance of (CBMIR) systems. These solutions focus either on an offline process and
features representation and fusion methods, or on contributing in the stage of image query similarity
calculation. In addition, this gap could reduce by developing a new similarity measure or by applying
some methods for improving the retrieval results, such as relevance feedback and query expansion
[5–10]. Our recent contributions to this field may be found in [11,12]. The rest of this manuscript
is organized as follows. In the next section, the research background and some examples of related
works are provided. Our methodology and proposed similarity measure is explained in Section 3. The
experimental results and research conclusion are presented in Sections 4 and 5, respectively.

2 Research Background

The fusion process is one of the most frequently used methods for enhancing and improving the
retrieval performance of many (CBMIR) systems. It has been applied in many (CBMIR) systems, and
in several ways, but in general it can be divided into two categories: early fusion and late fusion [13,14].
Early fusion, which is also known as data fusion, feature fusion or the join features model, is considered
to be a simple fusion process because it is done offline and is independent from any similarity measures,
and it is done before any decision concerning the similarity process has been made. More of the benefits
and advantages of this type of fusion can be found in [15,16]. In late fusion [17], features are not fused in
advance, but some kinds of query evaluation and results merging are performed. Relevance feedback,
query specification, and preprocessing and result post-processing, are the most common types of late
fusion [18–20].

The authors applied early and late fusions in different ways: a fuse salient dominant color
descriptor (SDCD) histogram, with a pyramidal histogram of visual words (PHOW) for background
and foreground color problem solution, were used [21]. Wu et al. [22] combined visual and textual
information to enhance the retrieval performance results. They merged (SIFT) descriptors, local
binary patterns (LBP), Gabor texture and Tamura texture based on simple early fusion using multiple-
kernel learning. Wei et al. [23] proposed a hybrid fusion approach for global features and local features,
in their studies, four low orders Zernike moments (ZMs) are used to obtain the local features, while
contour curvature and histograms of centrism distances (HCD) are used for local features. Similarly,
Yu et al. [24] did the same work by combining both shape and texture features. They extracted shape
features using exponent moment descriptors and a localized angular phase histogram was used for
texture features extraction.
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In many studies, the authors implemented (early) fusion by combining features vectors from
multiple features domains, such as color, texture and shape, in unweighted or unequal form [25,26].
In contrast, this study applied unweighted fusion and treated each domain of features as un-equal,
based on different weighted factors. The fusion process applied here is based on the weighted fusion
process using variant weighted factors. Further, a fusion process can applied for statistical features
extracted from color or texture information and it can also be applied for accurate features extracted
using powerful and useful feature extraction tools, such as pre-trained convolution neural networks
(CNNs) [27]. The deep learning method and convolutional neural networks (CNNs) have been widely
used in medical feature extraction, as in [28–30], due to their powerful computation capabilities.
They have also been successfully applied in other related healthcare applications, as in [31–33].
Recent model of fusion used rules of texture energy measures in the hybrid wavelet domain found
in [34]. In addition to the fusion method, developing new similarity measures that give better results
and outperform the well-known similarity coefficient groups is quite a challenge. Small additional
mathematical factors or parameters, along with numbers of zero and nonzero features values could
gain significant enhancement. This study utilized relative difference, one of the most well-known
mathematical concepts, to develop a novel relative difference-based similarity (RDBSM) measure
for (CBMIR), as well as for (CBIR) in general. The main novelty and contribution of the paper is
summarized as follows:

a) Proposed a novel relative difference-based similarity measure (RDBSM) for content-based
image retrieval (CBMIR). The proposed similarity measure gives a similarity value in a range
of 0 to 1.

b) Develop an efficient retrieval method for (CBMIR) based on an unweighted fusion model of
color and texture feature descriptors using the (RDBMS) similarity measure.

c) Enhance the retrieval performance of (CBMIR) methods using the (RDBSM) similarity
measures and weighted fusion strategy for accurate features extracted using SqueezeNet and
ResNet-18 pre-trained (CNNs).

3 Methodology
3.1 Proposed Similarity Measure

This study proposes novel relative difference-based similarity measures (RDBSM) for content-
based medical image retrieval (CBMIR). The new similarity measure is based on relative difference
(RD) which will be computed first, and then used in our similarity formula. From quantitative science
there are two ways to find and compute the change or difference into two quantities: these are absolute
reference and relative difference. Absolute reference is equal to the new value minus the reference value.
The size of the absolute change compared to the reference value is expressed as a fraction called the
relative difference, as in Eq. (1) in the following:

Relative Difference RD = absolute difference
refernce value

= new value − reference value
reference value

(1)

One way of determining the relative difference (RD) between two numbers is to divide their
absolute difference by their maximum absolute value. For two numbers, A and B, the relative difference
(RD) is given by the following:

RD = |A − B|
max (|A| , |B|) (2)
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Another useful way is to divide the absolute difference by one of the number’s functional values,
such as the absolute value of their arithmetical mean, as follows:

RD = |A − B|( |A + B|
2

) (3)

To avoid the division by zero in the following equation, when the two numbers have the same
magnitude but the opposite sign, the equation was modified as follows:

RD = |A − B|( |A| + |B|
2

) (4)

In this study, the relative difference (RD) between two images features vectors is calculated first,
and then this value is used to obtain the similarity value. For two images features vectors gi and gj with
n features, the relative difference (RD) is given as follows:

RD =
∑n

k= 1
RDk (5)

where

RDk =
{

0, gik = gjk = 0∑n

k=1

2|gik−gjk|
(|gik|+|gjk|)

(6)

For each pair of images (query image and single image from database) the above relative difference
(RD) value will be used in computation of the similarity in our proposed similarity measure, as follows:

Similarity =

⎧⎪⎨
⎪⎩

0, s = 0 or t = 0

0.5
(

s
n

+ (t × s)
(t × s) + RD

)
(7)

where s is the total number of features that satisfy { gik �= 0 and gjk } condition and t is the total number
of features that satisfy { gik �= 0 or gjk } condition. To simplify the main idea of this proposed similarity
measure, consider the following sample of five images features vectors g1, g2, g3, g4, and g5 with a total
of six features (F1 to F6), as shown in Table 1. Suppose these features values generated by some features
extraction methods, and let us take the first image as a query image and try to compute the similarity
values between this query and all other rest images in the table.

Table 1: Example used for RDBSM similarity measure demonstration

F1 F2 F3 F4 F5 F6

g1 2.6 0.75 0 1.5 0 4.6
g2 1.7 0 0 0 0 3.7
g3 1.2 0.92 1.45 0.1 1.12 2.8
g4 0 0.53 1.18 1.34 0 1.6
g5 2.7 0.85 0 1.6 0 3.6
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The relative difference (RD) between g1 and g2 is calculated as follows:

RD = 2
( |2.6 − 1.7|

(|2.6| + (1.7))
+ |0.75 − 0|

(|0.75| + |0|) + |1.5 − 0|
(|1.5| + |0|) + |4.6 − 3.7|

(|4.6| + |3.7|)
)

= 4.6355

For g1 and g2 s will set to 2, while t will set to 4 and n is 6. Hence, the similarity is given as follows:

Similarity = 0.5
(

2
6

+ (4 × 2)

(4 × 2) + 4.6355

)
= 0.4832

Following the same steps, relative difference (RD) values between (g1,g3), (g1,g4) and (g1,g5) are
7.1769, 5.4242 and 0.4712, respectively, while the similarities between them are 0.7182, 0.6172 and
0.8190, respectively. The maximum similarity has been found to be between (g1,g5). The patterns of
these two images look more similar than others, as shown in Table 1. As we mentioned earlier, the
similarity scores that can be calculated with this novel similarity measure can have any continuous
value between 0 and 1. As in other association similarity coefficients, such as Jaccard and Cosine, the
higher the value obtained from this similarity measure, the more similar the image, and vice versa.

3.2 Feature Extraction and Similarity Calculation
The general framework of content-based medical image retrieval (CBMIR) used in this study is

shown in Fig. 1. This framework is divided into two stages or phases: the feature extraction (or offline)
phase and the similarity and ranking (or online) phase. The stage of feature extraction is a major
stage of any content-based image retrieval. For this purpose, features of medical images are extracted
from the properties of color, shape or texture, and later the deep convolution artificial neural networks
(CNNs) attracted the researchers to use them for feature extraction, due to their effectiveness in dealing
with images and extracting accurate features that lead to a retrieval system with good results. In this
first study, eighteen color features are extracted and combined with twelve texture features results
in a total of thirty features used to represent each image in the image database. Color features were
extracted using color moments functions in Eqs. (8) to (13) (six values from each channel of color
images), while Eqs. (14) to (17) were used to extract texture features (four values from each channel of
color images). The six statistical color moment functions used to extract color features, as described
below, are well-known [35] and were used successfully in our previous studies [11,12]. For any image
with a dimension of (M,N) in our dataset, let Vij the density value of pixel at ith and jth column. Then,
numerical features values are given, as follows:

Mean m = 1
M ∗ N

∑M

i=1

∑N

j=1
Vij (8)

Variance v = 1
M ∗ N

∑M

i=1

∑N

j=1

(
Vij − m

)2
(9)

Contrast = 1
M ∗ N

(∑M

i=1

∑N

j=1

(
Vij − m

)2
)1/2

(10)

Sknew = 1
M ∗ N

(∑M

i=1

∑N

j=1

(
Vij − m

)3
)1/3

(11)

kurtosis = 1
M ∗ N

(∑M

i=1

∑N

j=1

(
Vij − m

)4
)1/4

(12)
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Smoothness = 1 − 1
(1 + v)

(13)

Figure 1: Main framework of proposed CBMIR

Similarly, for the texture features the Gray-level co-occurrence matrix (GLCM) method proposed
earlier by [36] is used. Let P(i, j) = (P(i, j))/R is (i, j)th entry in normalized matrix for unique gray levels of
the quantized medical image (where R is maximum gray value). Also, let Ng be the number of distinct
gray levels of the quantized image, with μ and σ as the mean and standard deviations, respectively.
Then texture features are extracted using the following equations:

uniformity =
∑Ng

i=1

∑Ng

j=1
{P (i, j)}2 (14)

correlation =
∑Ng

i=1

∑Ng

j=1

(i − μ) (j − μ) p (i, j)
σ2

(15)

contrast =
∑Ng

i=1

∑Ng

j=1
P (i, j) (i − j)2 (16)

entropy =
∑Ng

i=1

∑Ng

j=1
P (i, j) log {P (i, j)} (17)

All color medical images in our dataset are converted from RGB to HSV space model [37], then
each of the color moment functions or texture functions used to extract a single value from each
channel of H, S and V result in eighteen color features and twelve texture features.

3.3 Weighted Fusion Retrieval Method
The feature fusion method for combining color and texture features in the previous section is

known as the normal or unweighted fusion method. This type of fusion takes into account the
equal importance and effect of both types of features vectors. In this section, we implemented
weighted fusion methods for the two features vectors extracted, using two of the most well-known and
effective pre-trained convolution neural networks (CNNs) models. Here, the medical images features
extracted based on ResNet-18 [38] and SqueezeNet [39], pre-trained convolution neural networks
(CNNs) models were fused using different fusion ratios ranging from 0.1 to 0.9 alternately for each
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of the two types of features vectors, as shown in the following algorithm. The similarity using an
(RDBSM) similarity measure applies after each time of the fusion process and each retrieval result
and performance were calculated, as in the proposed weighted fusion algorithm shown below.

Algorithm: Pseudocode for Weighted Fusion and Retrieval Method
Input: random images query for each class
Output: Recall and Precision for all images in dataset
1: Start
2: For i = 1: m // number of images classes
3: Extract images features using ResNet-18 and SqueezeNet Pre-trained CNNs
4: For (w1 = 0.1:0.1:0.9 and w2 = 0.9:−0.1:0.1)
5: Multiply the first vector with w1 and the second with w2
6: Combine the two vectors of image features
7: q=random image query
8: Calculate the similarity (q, all images) and retrieve top cut value (n)
9: Ranking process and compute average recall and precision at top (n)
10: Compute average recall and precision for top relevant images per each class
11: Calculate the overall average recall and precision for each class
12: End //for2
13: End //for1
14: End // Start

3.4 Medical Image Datasets
This study uses two medical image datasets, Kvasir [40] and PH2 [41]. The first version of Kvasir,

which has 4,000 images, was used in the first scenario of the color and texture features-based retrieval
method, while the recent version of 8,000 images was used for the pre-trained convolution neural
networks (CNNs) features-based retrieval method. Both versions of these medical images are divided
into eight classes, showing anatomical landmarks and pathological findings or endoscopic procedures
in the GI tract. The second dataset used in this study is PH2, which is used for melanoma detection
and diagnosis. The 200 RGB dermoscopic images in this dataset, which were created through a
collaborative study between a group of Portuguese universities and hospitals, are classified into three
classes: 80 common nevi, 80 atypical nevi, and 40 melanomas. Figs. 2a and 2b show samples of images
for these datasets. As required by pre-trained convolution neural networks (CNNs) models, a resizing
process was performed. For ResNet-18, model images were resized to 224 × 224 × 3, while SqueezeNet
restricted the input layer to 227 × 227 × 3 size.

Figure 2: Image sample for (a) Kvasir dataset; (b) PH2 dataset
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3.5 Evaluation Measures
This study uses two common performance evaluation measures, recall and precision, which have

been used and are still being used to evaluate many documents or content-based image retrieval
methods. The general formula of precision and recall is given by the following equations:

Precision = number of relevant images retrieved
total number of retrieved images

(18)

Recall = number of relevant images retrieved
total number of relevant images

(19)

The precision values shown in our results tables were computed in the top ten and top twenty
retrieved images. However, recalls and precisions at different cut-off values are used for plotting some
performance graphs.

3.6 Based Methods for Comparison
The result of the first experiment that uses our proposed similarity measure for unweighted

features fusion color and texture descriptors is compared with six common standard similarity and
distance measures used in the information retrieval area [42]. These measures are Jaccard, Cosine,
Canberra, Chebychev, Euclidean and Pearson Correlation. For the second scenario which bases on
weighted fusion method described in Section 3.3, our finding and result is compared with six based
methods: CBGIR-GPD [43], MIRS [44], OCAM [45], SIFT-mLBP [46], VLAD [47] and RFRM [48].
The first study uses a modified version of ResNet-18 for generating binary hash codes for Kvasir,
the second study is based on wavelet optimization and adaptive block truncation coding, and the third
study uses opponent class adaptive margin loss method. The fifth study implements relevance feedback
Bayesian network after SIFT-modified LBP descriptor for multi-modal medical images and the last
study applies relevance feedback retrieval method based on voting process.

4 Experimental Results and Discussion

In this study, two experiments were conducted to test and evaluate the proposed similarity
measures. In the first experiment, the color and texture features extracted by traditional statistical
methods were used. As in most retrieval models, this experiment takes place in two stages, calculating
the similarity values between the query image and all images in the database, followed by a ranking
process and computing the precision of the retrieval method. Five images were selected randomly
from each class to represent the queries. After the ranking stage, an average recall and precision of five
images for each class was calculated, and finally an average recall and precision were calculated for all
eight classes for the Kvasir dataset (and also for all three classes for the PH2 dataset). Average recall
and precision at the top 10 and top 20 retrieved images were calculated and the results for two datasets
are presented in Tables 2 and 3 for both image databases, respectively. From the first observation of
Table 2 of the Kvasir dataset it is clear that the retrieval precision of (RDBSM) is superior to all
the other six retrieval measures. For both average precision and average precision of eight classes,
(RDBSM) has the best retrieval value. A similar conclusion can be drawn from Table 3 for the PH2
dataset, with best average precision.
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Table 2: Precision at top 10 and top 20 for Kvasir images

P@10
RDBSM Jacc Cos Canb Cheb Eucl Pear

DLP 1.000 1.000 0.9800 0.9800 0.8600 0.9800 0.9800
DRM 1.000 0.9400 0.9400 1.000 0.8000 0.9400 0.9200
Esophagitis 0.8800 0.8600 0.8800 0.9000 0.8000 0.8600 0.8800
Normal caecum 0.9400 0.8800 0.8800 0.9000 0.9400 0.8800 0.9000
Normal pylorus 0.9800 0.7200 0.7600 0.9200 0.5600 0.7200 0.7400
Normal Z line 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Polyps 0.9600 0.9000 0.9000 0.9200 0.8200 0.9000 0.8800
Ulcerative colitis 0.8600 0.7600 0.7600 0.7400 0.7200 0.7600 0.7800
Average 0.9525 0.8825 0.8875 0.9200 0.8125 0.8800 0.8850

P@20
RDBSM Jacc Cos Canb Cheb Eucl Pear

DLP 0.9900 0.9700 0.9600 0.9800 0.8000 0.9600 0.9500
DRM 1.000 0.9400 0.9500 1.000 0.6800 0.9300 0.9400
Esophagitis 0.8600 0.8100 0.8300 0.9000 0.7200 0.8200 0.8400
Normal caecum 0.9200 0.8900 0.8900 0.8600 0.9000 0.8900 0.9000
Normal pylorus 0.9900 0.5700 0.6600 0.8200 0.4900 0.5900 0.7100
Normal Z line 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Polyps 0.9000 0.8700 0.8700 0.9500 0.8400 0.8700 0.8600
Ulcerative colitis 0.7000 0.7000 0.7000 0.7200 0.6700 0.7100 0.7200
Average 0.9200 0.8438 0.8575 0.90375 0.7625 0.84625 0.8650

Table 3: Precision at top 10 and top 20 for PH2 images

P@10
RDBSM Jacc Cos Canb Cheb Eucl Pear

Normal 0.4900 0.3800 0.3800 0.3600 0.4000 0.3800 0.4000
Atypical nevus 0.5300 0.3800 0.4200 0.4400 0.5200 0.4000 0.4000
Melanoma 0.6500 0.480 0.5000 0.5200 0.4600 0.4800 0.4800
Average 0.5567 0.4133 0.4333 0.4400 0.4600 0.4200 0.4267

P@20
RDBSM Jacc Cos Canb Cheb Eucl Pear

Normal 0.4400 0.4200 0.4200 0.3100 0.3500 0.3700 0.4100
Atypical nevus 0.5100 0.3900 0.3900 0.3800 0.3600 0.3800 0.4400
Melanoma 0.6100 0.4300 0.4400 0.1700 0.1500 0.1100 0.4300
Average 0.5200 0.4133 0.4167 0.2867 0.2867 0.2867 0.4267
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Moreover, Figs. 3a and 3b display the average values of recalls and precisions at various cut-off
values. This gives more space to compare between all the seven similarity measures; obviously, the
upper plotted lines indicate a good retrieval performance. Additionally, and because Tables 2 and 3
show the precision values for the top 10 and top 20 only, average precision values at different top
retrieved images (from 100 to 5 images) for both datasets are shown in Figs. 4a and 4b. To prove
the effectiveness of these proposed similarity measures, a Kendall W concordance test [49] and the
statistical certainty of the mean, lower and upper bounds of confidence intervals are used. The Kendall
W test is widely used for the ranking and comparison of retrieval models and coefficients. In this test,
the medical images classes and their average precisions represent judges, while the different retrieval
methods are considered objects. The input for this test are the average precision values, and the outputs
of the test are the Kendall coefficient (W) and the associate level of ranking or significance. The results
of this test for two datasets are shown in Table 4. The significance and ranking of the seven similarity
measures show that our proposed RDBSM retrieval measure comes at the top of ranking at a best
confidence of 45.4% and 89% for both datasets, respectively. Finally, additional statistical certainty in
terms of the mean, lower and upper bounds of the confidence intervals of the seven similarity measures
is used for more performance comparative purposes.

(a) (b)

Figure 3: Average recall and precision for (a) Kvasir images; (b) PH2 images

Figure 4: Average precision at different top images for (a) Kvasir images; (b) PH2 images
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Table 4: Ranking of retrieval methods based on Kendall W Test using unweighted fusion of color and
texture features

Top cut Data set W P Ranking

P@10 Kvasir 30.7 0.022 RDBSM > Camb > Cos > Pear >Jacc > Ecul> Cheb
PH2 50.4 0.169 RDBSM > Cheb > Camb > Cos > Pear >Ecul> Jacc

P@20 Kvasir 45.4 0.001 RDBSM > Camb > Pear > Cos > Ecul > Jacc > Cheb
PH2 89.0 0.014 RDBSM > Cos > Jacc > Pear > Camb >Ecul> Cheby

The results for this measure are shown in Figs. 5a and 5b for the two medical images datasets.
Observation of the two figures, along with previous rankings of the Kendall W test, give good
confidence of effectiveness and good performance of this similarity measure, and it could perform
well for other types of object similarity. A second experiment was conducted to implement and use the
(RDBSM), to investigate and develop an adaptive fusion method of two features vectors generated
from well-known pre-trained convolution neural networks (CNNs) models. In contrast, by using the
normal and unweighted fusion method as in the previous experiment, here, different values of weight
ratios are used with two features vectors. After each fusion process, the average precision was calculated
and the results of all the possibilities are shown in Table 5. Comparison of our results and finding with
different retrieval approaches is shown in Table 6. And finally samples of top retrieved images for some
classes of two datasets (for both scenarios) are shown in Figs. 6 and 7.

(a) (b)

Figure 5: Precisions performance bounds for (a) Kvasir images; (b) PH2 images
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Table 5: Average precision at the top 10 and top 20 for Kvasir images based on weighted fusion methods
of pre-trained CNNs features

Ratio RDBSM Euclidean

P@10 P@20 P@10 P@20

Unweight fusion 0.8775 0.8125 0.6975 0.6588
[SqueezeNet ResNet-18]
[0.1 0.9] 0.9000 0.8250 0.7075 0.7000
[0.2 0.8] 0.9125 0.8525 0.7175 0.7036
[0.3 0.7] 0.9475 0.8350 0.7025 0.6925
[0.4 0.6] 0.8999 0.8995 0.7250 0.6675
[0.6 0.4] 0.8325 0.8050 0.6900 0.6550
[0.7 0.3] 0.8550 0.7850 0.6950 0.6525
[0.8 0.2] 0.8175 0.7825 0.6900 0.6488
[0.9 0.1] 0.8050 0.7625 0.6875 0.6486

Table 6: Image retrieval performance compared with different retrieval approaches

Method Dataset Precision @P10 Precision @P20

CBGIR-GPD [37] Kvasir 0.9270 ± 0.006 –
MIRS [38] Kvasir 0.6120 0.5980
MIRS [38] VIA -ELCAP CT 0.9390 0.9140
OCAM [39] Kvasir 0.9075 0.8897
SIFT-mLBP [40] Mammogram 0.8800 –
VLAD [41] Multi-Modal – 0.9061 ± 0.00459
RFRM [42] Kvasir 0.8500 0.8625
RDBSM (Ours) Kvasir 0.9475 0.8995

Figure 6: Samples image retrieved for some classes of Kvasir dataset using RDBSM and weighted
fusion methods of pre-trained CNNs features (Red frames show false retrieved images)
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Figure 7: Samples image retrieved for all classes of PH2 dataset using RDBSM and unweighted fusion
methods of color and texture features (Red frames show false retrieved images)

5 Conclusion

In this study, a new similarity measure based on the relative difference and relationship of match
features count was proposed for content-based medical image retrieval (CBMIR). The proposed
similarity measure was examined first by using similarity in a content-based medical image retrieval
(CBMIR) system based on unweighted fusion of color and texture features. The proposed similarity
measure has good retrieval performance compared with well-known standard similarity, distance
and correlation coefficients. The second part of the contribution of this study is developing a
weighted fusion method based on highly informative and accurate features extracted using SqueezeNet
and ResNet-18 pre-trained convolution neural networks (CNNs) models. After implementing our
proposed similarity measures for the two retrieval method scenario, it is clear that the average retrieval
precision was improved to 95.25% and 55.67% at the top 10 images for Kvasir and PH2 images,
respectively, using unweighted fusion for color and texture features. Also, for the weighted fusion
method, our proposed similarity measure outperformed some based methods by achieving average
precision of 94.75%. Additionally, further research could be conducted to develop simpler and high
performance similarity or distance measures based on any other mathematical concepts. Finally, the
use of multiple similarity measures could be utilized for use as a late fusion method.
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