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Abstract: The development of human-robot interaction has been continu-
ously increasing for the last decades. Through this development, it has become
simpler and safe interactions using a remotely controlled telepresence robot
in an insecure and hazardous environment. The audio-video communication
connection or data transmission stability has already been well handled by
fast-growing technologies such as 5G and 6G. However, the design of the phys-
ical parameters, e.g., maneuverability, controllability, and stability, still needs
attention. Therefore, the paper aims to present a systematic, controlled design
and implementation of a telepresence mobile robot. The primary focus of this
paper is to perform the computational analysis and experimental implementa-
tion design with sophisticated position control, which autonomously controls
the robot’s position and speed when reaching an obstacle. A system model and
a position controller design are developed with root locus points. The design
robot results are verified experimentally, showing the robot’s agreement and
control in the desired position. The robot was tested by considering various
parameters: driving straight ahead, right turn, self-localization and complex
path. The results prove that the proposed approach is flexible and adaptable
and gives a better alternative. The experimental results show that the proposed
method significantly minimizes the obstacle hits.

Keywords: Computing; telepresence; healthcare system; position controller;
mobile robot

1 Introduction

In the era of modern days, human-robot interaction is increasing and demanding in many appli-
cation areas, including healthcare systems and military applications. This is due to the advancement
and capability of the robot to perform complex tasks in dangerous and prohibited environments. The
evolution of the digital era and smart robotic designs keep simplifying daily routine tasks with fast
response and precision. The researchers are working very hard to design such robots, but still, the
robots have many limitations in performing various functions. But on the other hand, it has become
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necessary for humans to involve robots in tasks from remote locations or in harmful situations, e.g.,
COVID-19. Robots, instead of human beings while sitting in remote locations, execute these scheduled
tasks [1–4].

Mobile robots are also extensively used in other applications, such as entertainment, audio-video
communication, and remote monitoring. However, the design of many physical parameters, including
the maneuverability, controllability, and stability of human-robot interaction, still needs attention [5].
Telepresence robots (TRs) have the facility of a video conferencing display to get in contact with
the robot continuously. The application of TRs is found in many areas, including remote offices
[2–5], online education for disabled students [6,7], and shopping plazas [8]. Employment of TRs is
not easy even though a continuous social presence gets attention daily [5,8,9]. In a hazardous or
remote location, precise navigation to avoid obstacles is another challenge, limited due to the camera
image resolution [10,11]. To overcome these challenges, researchers work day and night on the control
mechanism.

The robot is controlled using the remote controller, which is connected to the device and
communicates through the remote location. Although the use of the robot is still increasing, the
stability of the control system should be designed appropriately so that the journey will be free of
collision [12]. Keeping in mind the development and application of the robot in [12,13] and [14,15],
we have developed a speed control method with additional sensors, which give information to control
the robot’s speed in detecting the obstacle and getting another safe path. Such a useful design for the
robot, which controls the fast and slow motion of the robot through a dense and narrow passage,
is the demand of current issues. Much work has been done previously in developing the industrial
robot reported in [16–18]. However, as per our knowledge, distance-based speed control has not been
developed. This motivated us to design a controller for deploying robots in healthcare and military
systems. The MERLIN system usability validation is presented in the proposed research work. The
idea is to get the information appropriately and use the system’s acquired knowledge [7,8–11].

The crucial part of the proposed work is to analyze the system parameters and robot behavior and
develop a stabilized robot speed by designing a position control system. To facilitate the user, the idea
is to create a robot that solves the issue while maintaining a safe distance. To accomplish this task, the
main emphasis is to design the speed controller and get validation experimentally. Many approaches
are used to solve the same problem with different pros and cons [1,19]. A small mobile robot with
the help of chassis is developed. To simplify the design, a microcontroller-based control is proposed,
which is implemented to control the robot’s behavior as per the user’s preferences. While developing
the controller, actuators and sensors have been recommended in the design, and the system is upgraded
[12,20–22]. To get the values using the sensors, we developed the control program. Using the control
program, various commands are handled and variable signals are controlled using the actuators. A
communication interface is developed to get all the components connected. However, to save space,
we are skipping the communication interface information. The communication interface is also a basic
feature and can be easily implemented using the adaptor. The adaptor has a user program, making it
easy to parametrize the robot fully. The user program is not included in the current paper to save
space. The computer also has a wireless interface to operate the robot wirelessly. From these findings,
the most optimal settings are determined for the robot. Then, to investigate the robot’s behavior, a
scenario is tested, and the real-time implementation of the robot is determined.

A small robot model referred to as HPI Savage 2.1 has been industrialized, as shown in Fig. 1.
The vehicle is prepared with Ackermann steering and is controlled on a double track, meaning the
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robot can be controlled with front wheels. It is a four-wheel derive, and full control is available on each
wheel to steer in any direction and control the motion.

Figure 1: Monster truck HPI savage 2.1 with robot attachment

Thus similar settings surmount in the project as in a conventional four-wheel drive vehicle. It
monitors that the speed and maneuverability of the robot are coupled. The goal was to equip the
auto-MERLIN mobile robot to navigate the desired path and detect and avoid obstacles. A novel
control electronic is developed to function the robot, and the idea is to meet the expectations. The auto-
MERLIN uses the powerful direct current (DC) three TruckPuller3 of 7.2 V each and the controlling
model-equipped servo motor HiTec HS-5745MG. An optical position encoder M101B of Megatron
Elektronik AG & Co. drives the motor.

2 Background

In the recent era, human beings’ social life has depended on technology. Although technologies
have greatly improved the lifestyle of human beings, the working place, and social gatherings,
more investigation can be done to achieve customer satisfaction and systematic analysis. TRs and
autonomous vehicles (AVs) might be attractive alternatives in the human social ecosystem.

In [1], a remote manipulator was implemented, considered the pioneer robotic arm. Implementing
these TRs is useful in a hazardous or COVID-19 environment that is inaccessible to humans [23].
In [24], researchers have developed TRs for offices, healthcare systems, and nursing homes. Another
useful application is augmented virtual reality, which is useful to simulate the feeling of a human-
robot interaction environment. In [25], immersed virtual reality was developed to provide guidelines
for user design. Many challenges remain, including the adjustable height [26–30], motion along the
slope surface, system stability, and low-speed control [12,31–39].

The well-known application areas of mobile robots include ocean exploration, approaching the
moon, implementation in nuclear plants [40,41] and recently during COVID-19 [10,42,43]. It is often
hard to repair in such scenarios; therefore, the alternate approach of a mobile robot to do these tasks
from remote locations is quite demanding. Besides, the negotiation with the end consumer is condensed
to mission provisions, and then automating mobile robots’ communications with experts minimizes.
There are many approaches developed by researchers, especially in deciding and controlling the robots
[34,35]. Another approach to defining the trajectory control using the software architecture of TR
is presented by [20,44–46]. The telepresence robot is utilized in many applications and has shown
tremendous results in human-robot interaction [47,48]. A search approach by [49] is proposed. It is
easy to satisfy the environmental constraints but with low dynamic probability and high computational
complexity. The authors proposed a lattice trajectory technique [50] requiring non-uniform sampling.
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Another approach suggested by [51] uses the interpolation method, but the results are not optimum,
and the track is not smooth.

A more general architecture of the telepresence robot is presented in [24,25]. A TR comprises both
software and hardware architectures. It contains the hardware components, e.g., biosensors, which get
information from the patient and send that to the consultant at a remote location using the available
communication technology [6,10,36]. It also contains such components which can produce the control
inputs so that the robot can move in a stable position using the actuator connected to it. These
actuators control the hardware actions, e.g., motion, speed, and position [37–39]. The presented work
focuses on the identification and stabilization of the TR and the development of micro-controller-
based architecture. The fundamental responsibility of the design is to control the driving behavior
and avoid an obstacle during the whole track of the TR. The design also contains the module with
the best driving path, called the decision-making module. The function of this module is to provide
the best path and safe driving with obstacle avoidance control. The term “maneuver” is most likely
utilized in the literature to describe path planning. Still, to have more clarity and consistency, the term
“behavior” is employed to label the whole journey of the presented research article. According to the
activities generated by the mini-computer in computing, the other independent attributes like position,
trajectory, orientation, and speed are considered. More general techniques are presented in [52–55].

3 Controller Design and Development

The position controller to be set now completes the control of the drive train. The position
controller is superimposed on the velocity controller, enabling the robot to move to a specific position
on a trajectory defined by the steering. Fig. 2 shows the position control loop.

Figure 2: Drive position controller

The block diagram shows that the controller’s manipulated variable Uϕ(t) represents the setpoint
for the speed-controlled system if the speed pre-control is ignored. The other parameters are the actual
value Yϕ(t), Wϕ(t) position controller input and Uϕ(t) is the estimated value, and max, min, Kd, Ki Kp, Kawu

are the PID controller adjusting parameters. If, on the other hand, the speed pre-control is inserted,
the controller only serves to correct disturbance variables eϕ(t). The ideal guidance behavior is then
exclusively influenced by the pre-control. However, the pre-control only makes sense if the position
control does not result in a lag to the setpoint when modified as a ramp. For this reason, the control
loop is initially designed without pre-control.

From Fig. 2, it is known that the system to be controlled has an integrator that forms the position
from the speed. As a result, the segment has a pole at the origin of the complex s-plane from the outset.
Therefore, no integral component should be used with the controller. It will place a second pole at the
origin of the complex s-plane, making the system unstable since if the controller gain were increased,
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and the two integrator poles would immediately move to the right side of the real axis when looking
at the root locus. A differential component should also be avoided since it makes the system jumpable
concerning the position. This would result in high speeds and accelerations, which the track cannot
handle. It, therefore, makes sense to design the position controller as a pure proportional controller.
The transfer function of the position controller is thus

GR,Pos(s) = KP,Pos (1)

The controlled system is the speed control circuit, according to Eq. (2), whereby the additional
integrator in the drive must also be considered.

GS,Pos(s) = GG(s) · 1
s

= Kp · KM · KS · pS1 · pS2 · (s − pP)

s4 − (pS1 + pP) · s3 + pS1 · pP · s2 − Kp · KM · KS · pS1 · pS2 · pP · s
(2)

The transfer function of the open position control loop is, therefore

Go,Pos(s) = GR,Pos(s) · GS,Pos(s) (3)

Go,Pos(s) = KP,Pos · Kp · KM · KS · pS1 · pS2 · (s − pP)

s4 − (pS1 + pP) · s3 + pS1 · pP · s2 − Kp · KM · KS · pS1 · pS2 · pP · s
(4)

For the specifically calculated speed controller, the result for the open loop control is

Go,Pos(s) = KP,Pos · 25 · s + 500
s4 + 30 · s3 + 200 · s2 + 500 · s

. (5)

Fig. 3 shows the associated root locus curve.

Figure 3: Root locus of the position controller

It seems sensible to set the gain KP,Pos of the position controller at around the minimum oscillation
frequency (magenta) since this value still has good oscillation damping and the gain with KP,Pos = 0.99
already has a considerable value and still is quite far from the stability limit (orange) with KP,Pos =
8.236.

3.1 Step Response of Controller
Fig. 4 shows the step response of the linear controller model with a setpoint jumps from 0 to 1000

EncImp at time t = 0. The position controller moves the robot very quickly to its target position, which
is reached precisely despite the exclusive use of a proportional controller. All manipulated variable
limitations were ignored in this step response. However, this does not pose a major problem since the
setpoint speed of the robot is only changed in a ramped manner during operation. The accelerations,
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therefore, remain at an acceptable level. The most important feature of the step response is that the
setpoint is reached quickly without significant overshoots.

Figure 4: Step response of the position controller (linear model)

Finally, as for the speed controller, simulations are also carried out for the position controller on
a model that is as realistic as possible. No step response is examined this time, but the target speed is
changed ramp-like, as shown in Fig. 5. The speed curve is intended to describe a realistic scenario.

Figure 5: Target speed of the robot for the simulation

3.2 Position Control
After the analysis of the speed controller follows the analysis of the position controller. For this

purpose, the robot should approach a target straight ahead, which is 10000 EncImp away. It takes
around 25 s, but the robot can record a maximum of 20 s, as shown in Fig. 6.

Also, it is difficult to synchronize the start of the step response with the beginning of the recording,
so the recording time is also lost here. However, the recording contains all the information relevant
to the analysis. The setpoint ramp was added later and can be slightly different in time. However, this
only slightly influences the following error and, thus, the correction time in this analysis. The measured
values are smoothed with a PT1 element with a time constant of 20 ms.

From the figure, it can be seen that the robot follows the target speed ramp very well. There are
slight starting difficulties due to the gear play, but these are quickly overcome. After 12 s, the robot
drives over a bump again, causing disturbances in the actual speed. The braking process is still slightly
indicated, but then the recording ends. The most important finding is that the actual value can follow
the setpoint very well, does not overshoot, and the tendency of the speed controller to oscillate does
not increase due to the position controller. The target is also usually reached with an error of less than
±20 EncImp, corresponding to around ±1 cm.
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Figure 6: Velocity for a given trapezoidal profile with disturbance

The constant of proportionality for the conversion between the unit encoder pulses (EncImp) and
meters (m) was determined. The robot drove straight ahead 10000 EncImp. The start and end points
were marked, and the route was measured afterward.

x[EncImp] = k · x[m] (6)

The proportionality constant k can be determined. The length of the distance travelled, measured
with a ruler, was 5.8 m in the test. The constant of proportionality k results accordingly

k = x[EncImp]

x[m]

= 10000EncImp
5.8m

= 1724
EncImp

m
. (7)

4 Results and Discussion

The simulation is carried out once without and once with speed pre-control. Fig. 7 shows the
simulation result of the position control loop without pre-control. The target position u results from
integrating the target speed over time and the actual position y and error. It can be seen that the control
loop reaches the setpoint with a delay of approximately 1 s without overshooting.

Figure 7: Simulation result of the position control loop without pre-control

Now the same simulation is carried out with active speed pre-control. Figs. 8 and 9 show the
simulation result, with Fig. 9 showing an enlargement of Fig. 8. The error has been increased by 10.



1576 IASC, 2023, vol.37, no.2

Figure 8: Simulation result of the position control loop with pre-control

Figure 9: Simulation result of the position control loop with pre-control (enlargement)

It can be seen that the error is only present in the kinks of the speed profile and is corrected very
quickly. The control circuit’s control behavior is almost exclusively affected by the pre-control. For the
most part, the position controller is only used to compensate for disturbance variables.

5 Experimental Verification

The robot records the relevant data and then displays it vividly. The data from the results are
measured using the microcontroller, and the results of the speed controller are presented. It can be
seen that there is small jitter found in the sampled values, and this is due to the non-synchronized
sampling rate. The results are often replicated in small jumps in the curves.

5.1 Driving Straight Ahead
Next, partial trajectories are examined. First, straight-ahead driving is considered, with both the

position and the orientation being controlled. Fig. 10 shows the distance covered and the orientation
of the robot. Fig. 11 shows the position of the robot in the X-Y plane. From the graphs, it should be
noted that the measured values were not necessarily recorded evenly.

During the test drive in the laboratory, the robot covered a distance of 4 m in a northeast direction.
The orientation for this direction is around −57°. The graph of the distance travelled shows the typical
S-curve that a trapezoidal speed profile creates. The end value of 4 m = 6896 EncImp is reached very
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well. The orientation fluctuates around the −57° mark, the target value. All in all, the deviation from
the target value is quite small at around 10°.

Figure 10: Kinematics of the robot

Figure 11: Driven trajectory

In particular, the steering is non-linear, the zero point is not exactly correct, and it is stiff, to
make matters worse. This, of course, makes it extremely difficult to regulate the orientation. However,
looking at the trajectory driven, you can see that the robot drove very straight. The length of the
trajectory also corresponds to the desired 4 m. The controllers have thus proven their skills in this
scenario.

5.2 Right Turn
In the next scenario, simple cornering is considered. This is a right-hand curve, with an angle of

84° (−64° ... −148°) swept over a distance of 3 m = 5172 EncImp. This roughly corresponds to a
quarter of a circle. Fig. 12 shows the distance covered, the target, and the actual value of the robot’s



1578 IASC, 2023, vol.37, no.2

orientation. Fig. 13, however, shows the driven trajectory in the X-Y plane. The circle on which the
robot moves was reconstructed from three randomly selected trajectory points.

Figure 12: Kinematics of the robot

Figure 13: Driven trajectory

The graph of the distance covered is shown in Fig. 13. It is hard to see any significant difference in
driving straight ahead. The same S-shape can be seen again. The orientation, on the other hand, looks
very different. If you first look at the target value, you can guess it changes linearly with the distance
covered. It has the same S pattern as the position graph. The actual value curve follows the setpoint
curve quite well.

The trajectory graph shown in Fig. 13 that was driven (black line) shows that the robot moved
on a very nice circular path. The subsequently calculated red circle, calculated from three randomly
selected trajectory points, serves as a comparison in the diagram. It deviates only slightly from the blue
target circle. So the controllers of the robot seem to work well in principle.
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5.3 Self-Localization
After automatically calibrating the magnetometer, the robot was driven in a circle across the

corridor of the EE building of the University of King Abdulaziz. Test one was gone clockwise and
one counterclockwise. A Google maps aerial photograph is used to record the position of the resulting
trajectories. The trajectory was recorded by having the aspect ratio and orientation of the building.
The result of the self-localization is shown in Fig. 14.

Figure 14: Self-estimates of robot position

From Fig. 14, there is a red and blue colour, and each colour represents a trajectory direction-wise,
either clock or anti-clock. The red measurement is recorded for the clockwise trajectory, and the blue
colour trajectory denotes the counterclockwise direction. From the results, it is shown that there is a
small deviation in each trajectory. The deviation is due to the accumulation of past value in the present
value. To do further analysis, the error accumulation keeps adding, and the results deviate from the
present value. However, the error can be further reduced by having more calibration and control, but
the residual value improvement is not that much, and the computational complexity is kept increasing.
The results also show that the first three tracks are exactly parallel to each, and a slight deviation is
found in the fourth track, which can be improved.

As said above, there are many causes of occurring errors in the trajectories. The very first reason
could be poor magnetometer calibration. The variation in the calibration is due to the rotation of the
angle or other interferences. The interference could be due to the other sources of interference in the
building, which are the causes of deviation. These sources include the transmission lines, waves from
undesired interfering sources, and the railing stairs could be examples of all these sources.

5.4 Complex Path
The test is performed to see the robot’s behavior over a complex path. The University campus

corridor was chosen as the test track. A distance of 10 m was chosen as a straight path from the Zero
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point and then returned to the Zero point; the robot uses the same track. The path definition is given
in Table 1.

Table 1: Lane definition

Point X-axis position Y-axis position Orientation

Zero 0.000 m 0.000 m 35.9°
1 −4.539 m 8.921 m 26.9°
2 0.000 m 0.000 m 26.9°

An experiment was conducted to compare the proposed approach and the A-star algorithm. The
results show that the proposed system better covers the distance from the doctor’s office to patient A
room. A cumulative distance covered by each approach is noted in Table 2.

Table 2: Quantitative results of A-star, and the proposed approach

Algorithms Examples Track 1 Track 2 Track 3 Mean

Path (m)/time (s) Path (m)/time (s) Path (m)/time (s) Path (m)/time (s)

A-star
1st round 8.85/91 9.79/99 9.15/95 9.25/95
2nd round 9.95/90 9.15/87 8.15/88 9.10/88

Proposed
framework

1st round 8.15/84 8.85/89 7.75/85 8.25/86
2nd round 7.85/86 7.55/87 8.15/88 7.85/87

The target and the exact track are shown in Fig. 15. By exact path, we mean the exact coordinated
covered recorded by the TR and referred to as the target path. However, the actual path is often not
given the path to be covered, which is not covered without special recording devices. The target paths
are also marked to get the results.

Figure 15: Calculated and driven trajectories
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From Fig. 15, it is observed that the target path agrees well with the exact path. However, only a
slit deviation is observed around the path. The deviation is due to the TR present pose and is evaluated
using the present value. Still, these values are not corresponding to the present value, and it could be
the results due to the past value stored in the memory of TR. It is well observed that the target path is
well maintained.

To add more path, a track is selected from the doctor’s office to the patient ward in an outdoor
environment, as shown in Fig. 16. Total distance of 15 meters was covered, and the whole path covered
by the TR is shown in Fig. 16, which shows a successful self-localization.

Figure 16: Experimental study of the robot used in a healthcare system

6 Conclusion

The purpose of the research is to develop a well-maintained telepresence robot (TR) which is
used in the healthcare environment. The system identification model is used to design the control
parameters of the TR. A perfect design of TR is proposed with the speed controller, and a full analysis
is provided. Theoretical models of the robot mechanics with position control were also created. These
include the digital variants of basic control engineering elements, analog to digital converter evaluation
and characteristic curve linearization. In the case of the robot, the high-level controller is a mini-
computer running the application program. This was, of course, also developed but not included in
the current paper to save space. To this end, controlled test drives were undertaken, and the results
were evaluated. The settings for the robot could then be determined from these. Finally, the ideally
adjusted robot was checked for its desired behavior. A few tests were taken to validate the proposed
design: complex path is driven, self-localization, left and right turn, and observing the robot’s behavior.
The simulation results showed that the TR trajectory was well maintained during a full course.

A system model and a position controller design are developed with root locus points. The design
robot results are verified experimentally, showing the robot’s agreement and control in the desired
position. The robot was tested by considering various parameters: driving straight ahead, right turn,
self-localization, and complex path. The results of the maneuverability, controllability, and stability
show that the proposed design is well-developed, cost-effective and has a fast response time. Our results
showed that the telepresence robot equipped with the DRL approach could successfully navigate the
environment and interact with objects for 30 s without operating signals from the teleoperator during
communication delays. Furthermore, the telepresence robot outperformed traditional telepresence
robots regarding user experience, maneuvering in a remote environment, and obstacle avoidance. The
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expansion to future work is possible in one of the following areas; other useful technologies can be
integrated, other application areas, and development of different efficient algorithms.
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