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Abstract: Every year, the number of women affected by breast tumors is
increasing worldwide. Hence, detecting and segmenting the cancer regions
in mammogram images is important to prevent death in women patients
due to breast cancer. The conventional methods obtained low sensitivity and
specificity with cancer region segmentation accuracy. The high-resolution
standard mammogram images were supported by conventional methods as
one of the main drawbacks. The conventional methods mostly segmented
the cancer regions in mammogram images concerning their exterior pixel
boundaries. These drawbacks are resolved by the proposed cancer region
detection methods stated in this paper. The mammogram images are clas-
sified into normal, benign, and malignant types using the Adaptive Neuro-
Fuzzy Inference System (ANFIS) approach in this paper. This mammogram
classification process consists of a noise filtering module, spatial-frequency
transformation module, feature computation module, and classification mod-
ule. The Gaussian Filtering Algorithm (GFA) is used as the pixel smooth
filtering method and the Ridgelet transform is used as the spatial-frequency
transformation module. The statistical Ridgelet feature metrics are computed
from the transformed coefficients and these values are classified by the ANFIS
technique in this paper. Finally, Probability Histogram Segmentation Algo-
rithm (PHSA) is proposed in this work to compute and segment the tumor
pixels in the abnormal mammogram images. This proposed breast cancer
detection approach is evaluated on the mammogram images in MIAS and
DDSM datasets. From the extensive analysis of the proposed tumor detection
methods stated in this work with other works, the proposed work significantly
achieves a higher performance. The methodologies proposed in this paper can
be used in breast cancer detection hospitals to assist the breast surgeon to
detect and segment the cancer regions.
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1 Introduction

Cancer is a crucial disease in women around the world which causes death. Timely and early
detection of cancer can save the life of women patients. Most cancer causes deaths in women patients
are categorized into breast and cervical. When compared with the death history of women patients due
to cervical cancer, breast cancer is the most dangerous and life-threatening disease [1–3]. Breast cancer
can be screened by two different methods as Histopathology and mammogram. The histopathology
method finds the abnormality of the nucleolus of the breast cells. This method is cost expensive and the
breast cancer detection accuracy is low. These limitations are overcome by screening and inspecting the
cancer regions in mammogram images. Bypassing the low-intensity and low-profile laser beam through
the breast cells in breast, mammogram images are obtained [4]. Breast cancers are categorized into
benign and malignant based on the size of the cancer regions. The benign is low-spreading cancer and
its spreading ratio is low when compared with other types. Malignant is high-spreading cancer and its
spreading ratio is high when compared with the benign type. It is very important to detect both benign
and malignant for further breast cancer diagnosis process. Fig. 1a shows the normal mammogram
case, in which there are no suspect mass regions. Fig. 1b shows the abnormal mammogram case
which is known as benign. In this case, the nerves are starting to damage. Fig. 1c shows the abnormal
mammogram case which is known as malignant. In this case, the nerves are starting to damage very
fast when compared with benign. Breast cancer diagnosis includes correctly identifying each stage and
classifying detected breast tumors and abnormalities into proper categories. To assist radiologists and
oncologists in diagnosing breast cancer in a fast and reliable manner, many Computer-Aided Diagnosis
(CAD) systems have been developed over the last two decades [2]. Unfortunately, earlier CAD systems
did not produce significant improvements in day-to-day breast cancer diagnosis in clinical use [3,4].
After the ‘boom’ of deep learning (DL), DL-based CAD systems and other computer vision and object
recognition methods brought success to many areas of medicine, from day-to-day healthcare practices
to comprehensive medical applications [5–9]. Currently, many DL-based CAD systems can be used to
assist radiologists in breast cancer screening, monitoring, and diagnosis.

(a) (b) (c)

Figure 1: Mammogram images (a) Normal case (b) Benign case (c) Malignant case
(Novitasari et al. 2019)

Many researchers used machine learning methods to detect breast cancer in mammogram images
over the past two decades. The classification rate was low using the machine learning method and
required a large number of dataset images for training the classifier. These conventional methods
for breast cancer detection and segmentation consumed more computational time for classifying
mammogram images into different classes. Also, these conventional methods segmented the cancer
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pixels in mammogram images more accurately in high-resolution and high-standard mammogram
images. Therefore, these conventional methods are not supported by all healthcare centers. These
drawbacks are overcome by developing deep learning methods to classify and segment the cancer
regions in mammogram images. At present, many deep learning methods are developed to detect and
classify breast cancer into different class patterns. The conventional deep learning methods required
more mammogram images in the training category, which also consumed more time. In the view of
physicians or radiologists, cancer mammogram image detection time is critical in the case of large
population countries with low economical costs. This radiologist’s point of drawbacks will be resolved
in this paper by proposing an ANFIS classifier that consumed less computational time and this
classifier classifies the mammogram images with low-resolution mode. In this paper, Gabor transform-
based deep learning architecture is proposed to detect and segment the cancer regions in mammogram
images.

The motivation of this research work is to develop and assist the physician to identify the exact
internal and external boundaries of the cancer regions in mammogram images. This will expand the
life of the women patient if it is detected on time.

Therefore, the proposed breast cancer detection method plays a vital role in detecting the cancer
regions in mammogram images. This paper develops a breast cancer detection approach using an
ANFIS classifier. This paper is sectioned into five modules. Module 2 elaborates on the proposed
breast cancer detection approach, module 3 proposes an ANFIS-based breast cancer detection
approach, the experimental metrics are discussed in module 4 and the module concludes this paper.

2 Literature Survey

Ueda et al. (2022) [10] applied deep learning CNN algorithm for detecting the cancer regions
in mammogram images. The kernel rate of the internal Convolutional layer of the developed CNN
architecture was designed using the fuzzy-based algorithm. This method was cross-validated by vari-
ous validation algorithms and obtained a 95% of classification rate. Hassan et al. (2022) [11] developed
Computer Aided Detection (CAD) approach for detecting cancer regions in mammogram images. The
authors analyzed numerous conventional breast cancer detection methods with their experimental
results. Saad Awadh Alanazi et al. (2021) constructed a deep-learning structure for detecting malig-
nant mammogram images from non-malignant mammogram images. The data transformation was
performed by the internal layers and the loss function was significantly reduced using the optimizer
module in Convolutional Neural Networks (CNN). The authors obtained 95% of classification
accuracy for the mammogram images available in Kaggle dataset. Desai et al. (2021) [12] employed two
different classifiers for differentiating normal mammogram images from cancer-affected mammogram
images in this work. The authors integrated the Multi-layer Perceptron Neural Network (MPNN)
classification method with the constructed CNN structure for classifying the mammogram images into
a different set of classes. The authors obtained 96.2% of classification accuracy for the mammogram
images. Muhammad Tariq Sadiq et al. (2021) [13] applied Empirical Decomposition Mode (EDM) for
decomposing the Electroencephalogram (EEG) signals along with different classification algorithms.
Abdelhafiz et al. (2020) [14] segmented mass regions in mammogram images and these segmented mass
regions were classified by the CNN method. Qian Zhang et al. (2020) [15] applied a maximum response
filter bank on the mammogram images and further Rotation-Invariant Features (RIF) were computed
from the filtered mammogram images. These RIF features were fused to compute the mixed fused
feature image and this image was classified by the CNN classification method. The authors applied
and tested the developed method on several mammogram datasets and obtained approximately 94%
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of the mammogram classification rate. Pacilè et al. (2020) [16] used an artificial intelligence technique
to detect breast cancer-affected mammogram images. The authors determined the non-linear features
from the source mammogram images to locate the distribution of tumor pixels in breast regions in
mammogram images. Sasaki et al. (2020) [17] also applied artificial intelligence methods to determine
the tumor regions in mammogram images. Sadhukhan et al. (2020) [18] applied different types of
machine-learning algorithms for identifying cancer-affected mammogram images.

Chan et al. (2020) [19] used Artificial Intelligence (AI) methods for the detection and segmentation
of abnormal mass regions in mammogram images. The abnormal mass regions were segmented by
threshold segmentation approach in this work. The simulation results of this method were significantly
compared with other approaches. The authors obtained 95.18% Se, 95.74% Sp, and 95.38% SA
for benign case mammogram images and also obtained 94.23% Se, 94.28% Sp, and 95.37% SA for
malignant case mammogram images on DDSM dataset images. Zeebaree et al. (2019) [20] utilized
distance transform for segmenting the Region of Interest (RoI) in mammogram images. The segmented
RoI pixels in mammogram images were classified by Neural Network (NN) method to differentiate
the healthy and cancer mammogram images. The authors obtained 94.27% Se, 94.92% Sp, and 94.28%
SA for benign case mammogram images and also obtained 94.18% Se, 94.67% Sp, and 95.17% SA
for malignant case mammogram images on DDSM dataset images. Vijayarajeswari et al. (2019) [21]
proposed a breast cancer segmentation approach using a machine learning classification method.
This work used Hough Transform (HT) for performing the pixel resolution for the classification
process. The transformed coordinates from the HT approach were classified the using Support Vector
Machine (SVM) method. The authors obtained 94.76% Se, 94.98% Sp, and 95.75% SA for benign
case mammogram images and also obtained 94.74% Se, 94.38% Sp, and 94.95% SA for malignant case
mammogram images on DDSM dataset images. Ribli et al. (2018) [22] used a deep-learning model for
identifying the lesions in mammogram images. The authors obtained an 89.7% lesion detection rate
using their proposed methods. Sadoughi et al. (2018) [23] reviewed the applications of machine learning
algorithms for detecting and classifying abnormal mammogram images from normal mammogram
images. The authors compared the experimental results of these conventional methods concerning
performance metrics.

From the extensive study of the conventional breast cancer detection methods, the following
limitations of the conventional studies are observed as stated below.

• Most of the existing methods used existing machine and deep learning algorithms for mammo-
gram classifications.

• The conventional breast cancer detection methods used morphological and region-growing
algorithms for cancer pixel segmentation in mammogram images.

• The conventional methods obtained low sensitivity and specificity with cancer region segmen-
tation accuracy.

• The high-resolution standard mammogram images were supported by conventional methods
as one of the main drawbacks.

• The conventional methods mostly segmented the cancer regions in mammogram images
concerning their exterior pixel boundaries.

These drawbacks are resolved by the proposed cancer region detection methods stated in this
paper.

The above-mentioned research gaps are resolved by the objectives of this paper are stated as
follows.
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• To develop fully computer-assisted methods for breast cancer detection.
• To propose a novel cancer region segmentation algorithm for segmenting the cancer regions in

mammogram images.
• To improve the performance of the cancer region segmentation methods.

The novelties of the work are stated below.

• Novel statistical Ridgelet features are computed for the classification of mammogram images.
• The novel segmentation algorithm is proposed in this paper to detect and segment the tumor

pixels from abnormal mammogram images.

3 Proposed Methodologies

The mammogram images are classified into normal, benign, and malignant types using the ANFIS
approach in this paper. This mammogram classification process consists of a noise filtering module,
spatial-frequency transformation module, feature computation module, and classification module.
The Gaussian Filtering Algorithm (GFA) is used as the noise filtering method and the Ridgelet
transform is used as the spatial-frequency transformation module. The statistical feature metrics are
computed from the transformed coefficients and these values are classified by the ANFIS technique
in this paper.

Fig. 2a shows the mammogram images training workflow and Fig. 2b shows the mammogram
images testing workflow.

(a)

Figure 2: (Continued)
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(b)

Figure 2: (a) Mammogram images training workflow (b) Mammogram images testing workflow GFA

The nerves are started from the chest region of the body and end at the nipple of the breast
region. Therefore, the intensity level of all pixels in a mammogram image is different from others
which creates the complexity in breast cancer detection process. To improve the smoothness of the
pixels in a mammogram image, GFA is applied to the source mammogram image, which performs
both noise filtering and enhancement of pixels in a mammogram image. It is a 2D-smoothing filter
that uses a Convolution function for smoothing the pixels in a mammogram image. A bell-shaped
Gaussian kernel is used in the Gaussian filter in this work. The Gaussian kernel of the Gaussian filter
with the kernel size of 5 ∗ 5 is given in the following equation.

G (x, y) = 1
2πσ 2

e− (x2+y2)

2σ2 (1)

where x and y are the pixel coordinates and the standard deviation is represented by σ .

The source mammogram image is convolved with the Gaussian kernel of the Gaussian filter which
produces the smoothed mammogram image. Fig. 3a is the source mammogram image and Fig. 3b is
the Gaussian-filtered image.

(a) (b)

Figure 3: (a) Source mammogram image (b) Gaussian filtered image



IASC, 2023, vol.37, no.1 713

3.1 Ridgelet Transform
The pixel transformation is used to obtain a higher classification accuracy through the feature

computation process. Most of the researchers used Discrete Wavelet Transform (DWT) for pixel
transformations in mammogram images. The edge smoothness was not achieved by DWT as the
main drawback of this transformation during the image transformation process. Hence, the Ridgelet
Transform (RT) is used in this work to obtain the edge smoothness of the mammogram image during
the transformation process. The extended version of 2D-DWT is called RT. The sparse and linear
properties of DWT are improved in RT to obtain the coefficients matrix concerning singularities.

Let ψ be the wavelet function and it should satisfy the following constraints.∫
ψ (t) = 0 for a > and b€R(Ridgelet coefficients) and θ € [0, 2π ] (2)

The Ridgelet coefficients can be obtained using the wavelet function and the mammogram image
which is to be transformed as follows.

R(a, b, θ) =
∫

ψ (t) .M (i, j) .di.dj (3)

where, M (i, j) is the Gaussian-filtered mammogram image.

The RT produces the coefficient matrix and this matrix is used to compute the Ridgelet features for
the classifications of mammogram images. The RT image from the Gaussian-filtered image is depicted
in Fig. 4.

Figure 4: RT image

3.2 Feature Computations
In this work, the Ridgelet features are determined from the coefficients of the Ridgelet transform,

which is computed from the Gaussian-filtered mammogram image. The following Ridgelet features
are computed based on the row and column index and they are defined in Eqs. (4)–(8).
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Let’s R(i, j) is the coefficient matrix by Ridgelet transform and its row and column are noted by
P and Q, respectively.

Ridgelet Metric Index (RMI) =
∑P−1

i=0

∑Q−1

j=0

R2(i, j)
i ∗ j

(4)

Ridgelet Energy Feature (REF) =
∑P−1

i=0

∑Q−1

j=0
R2(i, j) (5)

Ridgelet Row Index Feature (RRIF) =
∑P−1

i=0

∑Q−1

j=0

R2(i, j)
i2

(6)

Ridgelet Column Index Feature (RCIF) =
∑P−1

i=0

∑Q−1

j=0

R2(i, j)
j2

(7)

Ridgelet Heuristic Feature (RHF) =
∑P−1

i=0

∑Q−1

j=0
R (i, j) ∗ i ∗ j (8)

These Ridgelet features are arranged in a matrix which is called a Ridgelet Matrix (RM) and this
RM is used to train the classifier followed by the feature computation process.

3.3 ANFIS Classifier
The computed and derived quantitative features from the mammogram images are fed into the

ANFIS classifier for performing the classification process of the proposed breast cancer detection
system (Dutta et al. 2018). This ANFIS classifier works on two different modes of training which
are followed by the testing module. The training mode of this classifier obtains the quantitative
features from healthy, benign, and malignant case mammogram images. The training mode of the
classifier passes these quantitative features on the five internal layers, which finally generates the
trained matrix. This trained matrix of the ANFIS classifier is used to perform the classification process
during the classification mode of the classifier. During the classification of the ANFIS structure, the
quantitative features are computed from the source mammogram image (which is to be tested), and
these quantitative features are classified with the trained matrix.

The training of the quantitative features from healthy, benign, and malignant case mammogram
images is depicted by the equation.

Trained matrix = ANFIS.train(features − healthy, features − benign, features − malignant) (9)

The testing of the quantitative features from the source mammogram image is depicted by the
equation.

classification − results = ANFIS.test(features − test image, Trained matrix) (10)

Fig. 5 is the ANFIS classifier structure which is used by Mohammed et al. (2019) and this
structure is also used in this paper to classify the mammogram images into three different cases. This
structure has been designed with 5 numbers of internal layers. The nodes in the first layer obtain
the feature patterns from normal and abnormal mammogram images and the intermediate features
will be transferred to the subsequent next layer 2. This layer performs a multiplication function of
the intermediate features and the results will be transferred to the subsequent next layer 3. This
layer performs a normalization function on the intermediate features and the results of this layer
will be transferred to the subsequent next layer 4. This layer performs a fuzzification function on
the intermediate features and the results will be transferred to the subsequent next layer 5. This layer
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performs a summation function on the intermediate features and thus produces the final output ‘f’, as
depicted in Fig. 5.

Figure 5: ANFIS classifier structure (Mohammed et al. 2019)

The design equations of each internal layer of the ANFIS classifier are explained as follows.

Layer 1 is designed using the following equation.

μi (x) = 1

1 +
(

x − ci
ai

)2bi

where, ai, bi and ci are the functional design parameters.

Layer 2 computes the weight of the nodes using the following weighting equation.

wi = μ ∗ Ai (x0) ∗ μ ∗ Bi (x1)

Layer 3 computes the normalized weight using the following equation.

wi = wi∑R

j=1 wj

where R is the number of node counts in layer 3.

Layer 4 computes the fuzzification functional index using the following equation.

wifi = wi (p0x0 + p1x1 + p2)

Layer 5 produces the summation of the functional index and its normalized weight value using
the following equation.∑

wi. fi =
∑

i wifi∑
i wi

Fig. 6a is the normal mammogram images and Fig. 6b is the abnormal mammogram images.
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(b)

(a)

Figure 6: (a) Normal mammogram images (b) Abnormal mammogram images

The tumor regions in the classified abnormal image are detected and segmented in this work using
the proposed Probability Histogram Segmentation Algorithm (PHSA). The proposed tumor pixels
segmentation approach is explained in the following steps.1.

Algorithm: PHSA
Input: Classified abnormal mammogram image C(i, j)
Output: Tumor pixels segmented image;
Start;
Step 1: Compute the histogram count of each grey level in the classified abnormal mammogram image
C(i, j) using the following equation.
Gk = histcount (C (i, j))

Step 2: Determine the Cumulative Probability Index (CPI) of the computed Gk using the following
equation.

CPI =
∑

k Gk

N
where N is the total histogram counts.

(Continued)
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Continued
Step 3: Determine the Probability Density Function (PDF) of the computed Gk using the following
equation.

PDF (i, j) = C (i, j)
CPI

Step 4: Find the Threshold Index (TI) using the computed CPI and PDF as follows.

TI =
∑

i,j PDF (i, j)

CPI

Step 5: The binary image is obtained from the classified abnormal mammogram image using the
following constraints.

B (i, j) =
{

1; ifC (i, j) ≥ TI
0; else

Step 6: Apply the connected component labeling algorithm on the binary image to segment the tumor
pixels in the classified abnormal mammogram image.
End;

Fig. 7a shows the mammogram image, Fig. 7b shows the tumor segmentation by the PHSA
method, and Fig. 7c shows the manual tumor segmented image.

(c)(b)(a)

Figure 7: (a) Mammogram image (b) Tumor segmentation by PHSA method (c) Manual tumor
segmented image

4 Results and Discussions

The MATLAB 2020 version has been used as the simulation tool for the detection of normal
mammogram images from abnormal mammogram images [15]. In this paper, two publicly available
license-free mammogram datasets have been used and the databases are the Mammographic Image
Analysis Society (MIAS) [24] and Digital Database for Screening Mammography DDSM [25]. The
MIAS dataset was constructed by a UK research group and the mammogram images were collected
through the National Breast Screening Programme (NBSP). This dataset contains 322 mammogram
images and they are split into 122 healthy mammogram images, 78 benign mammogram images, and
122 malignant mammogram images. All the mammogram images in this dataset are having an image
size of 1024 ∗ 1024 pixels in width and height respectively.
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The DDSM dataset was constructed by the mammographic image analysis research community
at Massachusetts General Hospital. This dataset contains the study of 2500 women and all the images
in this dataset have been collected from different age groups. The mammogram images in this dataset
are split into 1500 healthy mammogram images, 650 benign mammogram images, and 350 malignant
mammogram images. All the mammogram images in this dataset are having an image size of 227 ∗
227 pixels in width and height respectively.

Table 1 is the MDI analysis on the MIAS dataset, which obtained 98.3% MDI for healthy cases,
96.1% MDI for benign cases, and 97.5% MDI for malignant cases. Therefore, the average MDI for
MIAS dataset mammogram images is about 97.3%.

Table 1: MDI analysis on the MIAS dataset

Mammogram cases Total image counts Correctlydetected counts Mammogram detection
index (MDI) in %

Healthy images 122 120 98.3
Benign images 78 75 96.1
Malignant images 122 119 97.5

Average 97.3

Table 2 is the MDI analysis on the DDSM dataset, which obtained 97.2% MDI for healthy cases,
98.3% MDI for benign cases, and 97.4% MDI for malignant cases. Therefore, the average MDI for
DDSM dataset mammogram images is about 97.6%.

Table 2: MDI analysis on the DDSM dataset

Mammogram cases Total image counts Correctly detected counts Mammogram detection
index (MDI) in %

Healthy images 1500 1459 97.2
Benign images 650 639 98.3
Malignant images 350 341 97.4

Average 97.6

In this paper, the k-fold validation method is used to validate the experimental results which are
stated in this work. The 4-fold validation method with 4 sets of iterations is used in this work to test the
mammogram images. In the case of the MIAS dataset, the first fold obtains 97.3% of MDI, the second
fold obtains 97.2% of MDI, the third fold obtains 97.3% of MDI and the fourth fold obtains 97.2% of
MDI. Therefore, the average MDI is about 97.3% which is equal to the obtained experimental results
stated in Table 1. In the case of the MDI dataset, the first fold obtains 97.6% of MDI, the second fold
obtains 97.5% of MDI, the third fold obtains 97.6% of MDI and the fourth fold obtains 97.5% of
MDI. Therefore, the average MDI is about 97.6% which is equal to the obtained experimental results
stated in Table 2.

In this work, a Gaussian filter is used to detect and remove the noise contents in the source
mammogram images. Based on the Gaussian filter implementation, the performance parameters Peak
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Signal to Noise Ratio (PSNR) is computed concerning different noise contents. The Gaussian filter
obtains 56.78% of PSNR for 10% of the noise contents in the source mammogram image and the
Gaussian filter obtains 51.92% of PSNR for 10% of noise the contents in the source mammogram
image, which is more than enough for noise detection and removal process.

The proposed work also investigated the following metrics.

Sensitivity (Se) = TP
TP + FN

(11)

Sensitivity (Se) = TN
TN + FP

(12)

Classification Accuracy (CA) = TP + TN
TP + TN + FP + FN

(13)

The pixels in the category of cancer and non-cancer correctly are known as TP and TN, and the
pixels in the category of cancer and non-cancer incorrectly are known as FP and FN.

Table 3 is the quantitative analysis of malignant mammogram images in the MIAS dataset. This
paper obtained 97.17% Se, 98.29% Sp and 98.43% SA for the case of benign images and also obtained
98.19% Se, 99.04% Sp and 98.67% SA for the case of malignant images.

Table 3: Quantitative analysis of malignant mammogram images in the MIAS dataset

Benign images Benign case Malignant images Malignant case

Se (%) Sp (%) CA (%) Se (%) Sp (%) CA (%)

B1 96.3 97.9 98.3 M1 98.2 98.3 98.3
B2 97.2 98.3 98.1 M2 97.8 98.2 99.2
B3 96.8 98.2 99.1 M3 98.3 98.8 99.1
B4 97.3 98.7 97.9 M4 98.2 99.3 98.6
B5 97.1 97.1 98.8 M5 98.3 99.2 98.8
B6 96.9 98.9 98.3 M6 97.7 99.6 98.3
B7 98.3 98.5 98.2 M7 98.9 99.1 98.2
B8 97.2 98.8 99.1 M8 98.8 99.5 98.7
B9 96.9 98.3 98.3 M9 97.6 98.8 98.3
B10 97.7 98.2 98.2 M10 98.1 99.6 99.2

Average 97.17 98.29 98.43 Average 98.19 99.04 98.67

Fig. 8a shows the graphical output for the benign case and Fig. 8b shows the graphical output for
the malignant case for MIAS dataset images.

Table 4 is the quantitative analysis of malignant mammogram images in the DDSM dataset. This
paper obtained 98.19% Se, 98.44% Sp and 98.65% SA for the case of benign images and also obtained
98.83% Se, 98.65% Sp and 98.53% SA for the case of malignant images.
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(b)

(a)

Figure 8: (a) Graphical output for benign case (b) Graphical output for malignant case
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Table 4: Quantitative analysis of malignant mammogram images in the DDSM dataset

Benign Images Benign case Malignant images Malignant case

Se (%) Sp (%) SA (%) Se (%) Sp (%) SA (%)

B1 98.2 97.9 98.4 M1 98.5 98.5 98.3
B2 98.1 98.3 99.2 M2 98.9 98.2 98.2
B3 98.7 98.8 98.8 M3 99.1 98.7 99.1
B4 97.9 97.6 97.9 M4 99.3 98.4 98.5
B5 97.6 98.2 98.5 M5 98.7 99.1 98.3
B6 98.4 98.7 98.7 M6 98.2 98.6 99.1
B7 98.2 98.6 99.3 M7 99.3 98.3 98.8
B8 97.6 98.4 98.8 M8 98.9 98.7 98.3
B9 98.5 99.2 98.4 M9 99.3 99.1 98.8
B10 98.7 98.7 98.5 M10 98.1 98.9 97.9

Average 98.19 98.44 98.65 Average 98.83 98.65 98.53

Fig. 9a shows the graphical output for the benign case and Fig. 9b shows the graphical output for
the malignant case for DDSM dataset images.

Table 5 is the quantitative analysis of the proposed breast cancer detection approach on both
MIAS and DDSM dataset mammogram images. It is observed that the proposed breast cancer
detection approach stated in this work produces significant quantitative results in both public dataset
mammogram images.

(a)

Figure 9: (Continued)
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(b)

Figure 9: (a) Graphical output for benign case (b) Graphical output for malignant case

Table 5: Quantitative analysis of the proposed breast cancer detection approach

Quantitative results in % MIAS dataset DDSM dataset

Benign case Malignant case Benign case Malignant case

Se 97.17 98.19 98.19 98.83
Sp 98.29 99.04 98.44 98.65
SA 98.43 98.67 98.65 98.53

The proposed PHSA segmentation method plays an important role in the tumor pixels segmenta-
tion process on the classified abnormal mammogram images. Hence, this is important to analyze the
performance of the tumor pixel segmentation using the proposed PHSA method with the conventional
morphological segmentation method. Table 6 shows the performance analysis of the proposed PHSA
segmentation method with the conventional morphological segmentation method on the MIAS
dataset.

Table 7 shows the performance analysis of the proposed PHSA segmentation method with the
conventional morphological segmentation method on the DDSM dataset.

Table 8 is the quantitative comparisons of breast cancer detection approaches on the MIAS
dataset with other existing breast cancer detection approaches Saad Awadh Alanazi et al. (2021),
Desai et al. (2021) and Abdelhafiz et al. (2020).
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Table 6: Performance analysis of the proposed PHSA segmentation method with conventional
morphological segmentation method on the MIAS dataset

Quantitative results in % PHSA method Morphological segmentation method

Benign case Malignant case Benign case Malignant case

Se 97.17 98.19 95.28 96.39
Sp 98.29 99.04 95.63 95.95
SA 98.43 98.67 96.93 95.37

Table 7: Performance analysis of the proposed PHSA segmentation method with the conventional
morphological segmentation method on the DDSM dataset

Quantitative results in % PHSA method Morphological segmentation method

Benign case Malignant case Benign case Malignant case

Se 98.19 98.83 96.29 96.86
Sp 98.44 98.65 95.97 95.38
SA 98.65 98.53 96.38 96.28

Table 8: Quantitative comparisons of breast cancer detection approach on the MIAS dataset

Approaches Benign case Malignant case

Se (%) Sp (%) SA (%) Se (%) Sp (%) SA (%)

In this work 97.17 98.29 98.43 98.19 99.04 98.67
Saad Awadh
Alanazi et al. (2021)

94.87 94.98 94.67 94.75 95.86 94.86

Desai et al. (2021) 95.16 94.27 95.28 94.69 94.17 94.16
Abdelhafiz et al. (2020) 93.28 94.16 95.15 94.27 94.82 94.49

Fig. 10a shows the graphical comparisons of breast cancer detection approaches on the MIAS
dataset for benign images and Fig. 10b Graphical comparisons of breast cancer detection approaches
on the MIAS dataset for malignant images.

Table 9 is the quantitative comparisons of breast cancer detection approaches on the DDSM
dataset with other existing breast cancer detection approaches Chan et al. (2020), Zeebaree et al. (2019)
and Vijayarajeswari et al. (2019).

Fig. 11a shows the graphical comparisons of breast cancer detection approaches on the MIAS
dataset for benign images and Fig. 11b Graphical comparisons of breast cancer detection approaches
on the MIAS dataset for malignant images.
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(a) (b)

Figure 10: (a) Graphical comparisons of breast cancer detection approaches on MIAS dataset for
benign images (b) Graphical comparisons of breast cancer detection approaches on MIAS dataset for
malignant images

Table 9: Quantitative comparisons of breast cancer detection approach on the DDSM dataset

Approaches Benign case Malignant case

Se (%) Sp (%) SA (%) Se (%) Sp (%) SA (%)

In this work 98.19 98.44 98.65 98.83 98.65 98.53
Chan et al. (2020) 95.18 95.74 95.38 94.23 94.28 95.37
Zeebaree et al. (2019) 94.27 94.92 94.28 94.18 94.67 95.17
Vijayarajeswari et al. (2019) 94.76 94.98 95.75 94.74 94.38 94.95

(a) (b)

Figure 11: (a) Graphical comparisons of breast cancer detection approaches on the DDSM dataset
for benign images (b) Graphical comparisons of breast cancer detection approaches on the DDSM
dataset for malignant images
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5 Conclusions

This paper proposes an effective breast cancer detection method using Ridgelet transform and
ANFIS classifier. This work is experimentally investigated on MIAS and DDSM dataset mammogram
images. The proposed work obtained 98.3% MDI for healthy cases, 96.1% MDI for the benign case,
and 97.5% MDI for the malignant case. Therefore, the average MDI for MIAS dataset mammogram
images is about 97.3%. The proposed work obtained 97.2% MDI for healthy cases, 98.3% MDI for the
benign case, and 97.4% MDI for the malignant case. Therefore, the average MDI for DDSM dataset
mammogram images is about 97.6%. This paper obtained 97.17% Se, 98.29% Sp and 98.43% SA for
the case of benign images and also obtained 98.19% Se, 99.04% Sp and 98.67% SA for the case of
malignant images in the MIAS dataset. This paper obtained 98.19% Se, 98.44% Sp and 98.65% SA
for the case of benign images and also obtained 98.83% Se, 98.65% Sp and 98.53% SA for the case of
malignant images in the DDSM dataset. The main limitation of this work is that it detects the tumor
regions in mammogram images and it does not deal with any diagnosis or severity analysis on the
segmented tumor regions. In the future, the methodologies stated in this work are also used to detect
the severity levels of the segmented tumor regions in mammogram images.
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