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Abstract: Nowadays, air pollution is a big environmental problem in develop-
ing countries. In this problem, particulate matter 2.5 (PM2.5) in the air is an
air pollutant. When its concentration in the air is high in developing countries
like Vietnam, it will harm everyone’s health. Accurate prediction of PM2.5
concentrations can help to make the correct decision in protecting the health
of the citizen. This study develops a hybrid deep learning approach named
PM25-CBL model for PM2.5 concentration prediction in Ho Chi Minh
City, Vietnam. Firstly, this study analyzes the effects of variables on PM2.5
concentrations in Air Quality HCMC dataset. Only variables that affect the
results will be selected for PM2.5 concentration prediction. Secondly, an
efficient PM25-CBL model that integrates a convolutional neural network
(CNN) and Bidirectional Long Short-Term Memory (Bi-LSTM) is developed.
This model consists of three following modules: CNN, Bi-LSTM, and Fully
connected modules. Finally, this study conducts the experiment to compare
the performance of our approach and several state-of-the-art deep learning
models for time series prediction such as LSTM, Bi-LSTM, the combination
of CNN and LSTM (CNN-LSTM), and ARIMA. The empirical results
confirm that PM25-CBL model outperforms other methods for Air Quality
HCMC dataset in terms of several metrics including Mean Squared Error
(MSE), Root Mean Squared Error (RMSE), Mean Absolute Error (MAE),
and Mean Absolute Percentage Error (MAPE).
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1 Introduction

Machine learning and deep learning have been developing very rapidly and have been applied
in many fields such as economics [1,2], engineering [3,4], and natural language processing [5].
Recently, there are a lot of research applying deep learning to analyzing and predicting time series.
Kocheturov et al. [6] developed a new method for mining complex temporal patterns in multivariate
time series. This study proposed the Extended Vertical List structure to track positions of the first state
of the pattern inside records. In addition, this structure can link them to appropriate positions of the
prefix. This method will be used to extract the features of the multivariate time series. Next, Gu et al. [7]
proposed a new active multi-source transfer learning (MultiSrcTL) approach for time series prediction.
The results on six benchmark datasets indicate that the applicability and effectiveness of MultiSrcTL
algorithm. Then, Le et al. [8] developed a new model, which is a combination of a convolutional neural
network (CNN) and bidirectional long short-term memory (Bi-LSTM), for forecasting the electric
energy consumption on various variations of the individual household electric power consumption
dataset in various time spans including various timespan datasets such as real-time, short-term,
medium-term, and long-term datasets. Next, Le et al. [9] developed MEC-TLL framework for the
multiple electric energy consumption forecasting utilizing transfer learning and LSTM. This study
proposed a cluster-based strategy for transfer learning the LSTM models to reduce the processing time.
The results confirmed that MEC-TLL saves processing time while keeping outstanding performance.
Vo et al. [10] proposed BOP-BL model for predicting oil prices that change over time. BOP-BL has
two following modules: (i) Three Bi-LSTM layers are used in the first module. This module aims to
learn useful information features in forward and backward directions. (ii) The second module has a
fully connected layer to predict the oil price using extracted features. Zhang et al. [11] developed a
deep learning-based framework for time series prediction in finance. The proposed model integrates
the advantages of CEEMD, PCA, and LSTM to improve the performance in predicting the stock
indices. Therefore, deep learning has been widely used in time series predictions in many different fields.
Recently, Vo et al. [12] collects the monthly water consumption with 16,244 households in Can Tho
city, Vietnam for three years from 2018 to 2020. Then, a new approach using Bi-LSTM for predicting
the monthly household water consumption was developed.

In recent years, there have been many studies on air pollution using machine learning and deep
learning [13,14] when air pollution has become a severe problem in urban cities. Air pollution occurs
in industrial cities or with high construction density. In such contexts, the surrounding air contains
many things such as gases, dust, fumes, or odors in high enough quantities. This situation is harmful
to the health of humans and animals. One of the biggest killers in this age is air pollution. In 2015,
polluted air was the reason for 6.4 million deaths in the world including 2.8 million from household air
pollution and 4.2 million from outdoor air pollution [15]. Therefore, it is necessary to develop models
to accurately predict air pollution levels to have suitable strategies. Zhang et al. [16] developed a hybrid
approach, where multiple static sensors and mobile sensors are utilized to monitor the air quality. In
addition, this study also builds a machine learning model which utilizes the collected data for training
and provides the predicted information about air quality. Zeinalnezhad et al. [17] proposed two models
of semi-experimental nonlinear regression and adaptive neuro-fuzzy inference system (ANFIS). This
system aims to predict the concentration of four important pollutants including CO, SO2, O3, and
NO2. Schürholz et al. [18] proposed a framework that includes context-aware computing concepts to
merge LSTM with other information. This model was evaluated by an application in the Melbourne
Urban Area (Victoria, Australia) which provides high values of the precision metric. Ma et al. [19]
introduced the problem of predicting air quality for the new stations that lack training data. They then
developed a transfer learning-based stacked Bi-LSTM model (TLS-BLSTM) to predict air quality in
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this situation. The results indicate that TLS-BLSTM achieved 35.21% lower in terms of RMSE for the
experimented three pollutants in new stations. Chang et al. [20] utilized an Aggregated LSTM model
that combines three kinds of stations: local air quality monitoring stations, industrial areas stations,
and external pollution sources stations. This approach was verified by the dataset collected by Taiwan
Environmental Protection Agency between 2012 and 2018. This model obtained the best experimental
results compared with SVM-based Regression, Gradient Boosted Tree Regression, LSTM, etc. The
above forecasting models are applied to predict air pollution in smart cities. The current state of
air pollution is having a very serious impact on human life, causing 5% of mortality from tracheal,
bronchial, and lung cancers, 3% of mortality from cardiopulmonary disease, and about 1% mortality
from acute respiratory infections in children under 5 years of age [21]. The prevention and mitigation
of consequences of air pollution are very urgent issues today. The accurate forecast of air pollution
helps to warn people when the pollution index exceeds the permissible threshold through public
announcements or an automatic messaging system. People will plan to carry out their daily activities
in places with less air pollution or limit going out and take necessary precautions. This problem of air
pollution forecasting is very important in contributing to the protection of public health.

Among all the particulate matters of air pollution problem, PM2.5 is of particular concern.
Therefore, there is also a lot of research on PM2.5 concentration prediction. Feng et al. [22] used Multi-
layer Perceptron, Ma et al. [23] utilized XGBoost classifier, Wang et al. [24] made use of the artificial
neural network, and Pak et al. [25] employed Deep learning for PM2.5 concentration prediction in
several cities in China. Xu et al. [26] developed a spatial ensemble-based approach for hourly PM2.5
concentrations prediction around Beijing railway station in China while Sun et al. [27] proposed a novel
stacking-driven ensemble approach to predict hourly PM2.5 concentration in the winter of the Beijing-
Tianjin-Hebei, China. Liu et al. [28] proposed a novel factory-aware attention mechanism by a LSTM
neural network (FAA-LSTM) to forecast the PM2.5 concentrations. Next, Ma et al. [29] developed
a Lag-FLSTM (Lag layer-LSTM-Fully Connected network) model based on Bayesian Optimization
(BO) for multivariate PM2.5 concentration forecasting at the Wayne County in Michigan, the U.S.
Xu et al. [30] developed a temporal-spatial-regression-tree model to predict the distribution of PM2.5.
However, the above models cannot be applied to another location which has dataset with many
different features. As well as, with the importance of PM2.5 predictions, this study proposes a hybrid
deep learning approach for PM2.5 concentration prediction in Ho Chi Minh City, Vietnam. From
that result, smart systems in smart city can warn to protect the health of their citizens as a short-term
strategy. In addition, managers will have appropriate long-term strategies to protect the environment.

The major contributions of this study are summarized as follows.

• This study analyzes the effects of variables on PM2.5 concentrations in the Air Quality HCMC
dataset.

• PM25-CBL model that integrates CNN and Bidirectional Long Short-Term Memory (Bi-
LSTM) is developed.

• This study conducts the experiment to evaluate the predictability of the proposed approach
and LSTM, Bi-LSTM, CNN, CNN-LSTM, CNN-Bi-LSTM, and ARIMA models. The results
indicate that the PM25-CBL model outperforms other experimental methods for the Air
Quality HCMC dataset in terms of MSE, RMSE, MAE, and MAPE metrics.

The remainder of this article is organized as follows. The detail of the Air Quality HCMC dataset
and PM25-CBL model that integrates CNN and Bi-LSTM for PM2.5 concentration prediction, are
presented in Section 2. The experiments are conducted in Section 3. Finally, Section 4 gives the
conclusion of this study. Several future works are introduced in this section.
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2 Material and Method
2.1 The Air Quality HCMC Dataset

The Vietnam Air Quality Data Series [31] provides daily air quality values for several cities in
Vietnam. This study focuses on PM2.5 concentration prediction in Ho Chi Minh City, Vietnam.
Therefore, only air quality values in Ho Chi Minh City are selected. Seven variables include the date,
temperature, humidity, wind speed, PM2.5 concentrations (μg/m3), dew, and pressure in Air Quality
HCMC dataset attached with the descriptions and basic statistics are shown in Table 1.

Table 1: The variables of the air quality HCMC dataset

#No Variable Description Min Max Median

1 Date Date time 2020-01-03 2021-01-20 2020-07-20
2 Temperature Median of temperature 23 31 27.5
3 Humidity Median of humidity 47 100 78
4 Wind speed Median of wind speed 0.5 5.4 2.3
5 PM25 Median of PM2.5

concentrations
5 171 65

6 Dew Median of dew 14.5 26.5 24
7 Pressure Median of pressure 1003 1014 1009

Before further analysis, this study preprocesses the data first. To avoid the effects of dimensional
difference and improve processing time, six variables including temperature, humidity, wind speed,
PM2.5 concentrations, dew, and pressure are normalized by the Min-Max Scaler as the following
equation:

xscaled = x − xmin

xmax − xmin

(1)

Then, the correlations between temperature, humidity, wind speed, dew, and pressure with PM2.5
concentrations in Air Quality HCMC dataset are shown in Fig. 1. The last column of the scatter
plot matrix indicates that temperature, dew, humidity, and wind speed have a low negative correlation
with PM2.5 concentrations while pressure has a low positive correlation with PM2.5 concentrations.
Therefore, this study will use all variables including temperature, dew, humidity, wind speed, and
pressure in the proposed model.

2.2 PM25-CBL: A Hybrid Deep Learning Approach for PM2.5 Concentration Prediction
This section presents the overall architecture of a hybrid deep learning approach named the PM25-

CBL model for PM2.5 concentration prediction in the Air Quality HCMC dataset. This model shown
in Fig. 2 is the combination of CNN and Bi-LSTM, the latest deep learning models to solve the time
series prediction problem. The proposed model consists of two following phases. In the training phase,
six input variables from Air Quality HCMC dataset are put into the CNN module for extracting
features. The extracted features will be passed to the Bi-LSTM module. Then, PM25-CBL can predict
the PM2.5 concentrations by the fully connected module. In the testing phase, only five features
including temperature, humidity, wind speed, dew, and pressure are passed to the trained model to
predict PM2.5 concentrations in the testing set.
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Figure 1: A scatter plot matrix for air quality HCMC dataset

CNN module. This module utilizes two one-dimensional (1D) convolution layers for analyzing the
input variables in Air Quality HCMC dataset. Each 1D convolution layer is followed by an 1D max-
pooling layer to reduce the computational complexity. Specifically, this CNN module aids to eliminate
the feature redundancies by applying the filters on the input time series data.

For detail, the left of Fig. 3 is the input time series data. At a data point in that time series, there
are six variables. The red and yellow windows in Fig. 3 represent the filters. In the PM25-CBL model,
we opt for the size of filters with 64 and kernel size with 2 to apply for our model. The number of the
extracted feature dimensions is N × 1 after convolution with the red filter, where N is based on the
number of input data dimensions, the size of the filter, and the convolution step length. The yellow
window indicates another filter, which can be followed by other filters. Suppose that we have M filters,
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then the extracted feature dimension will be N × M. Finally, the output of this process will push into
the activation function (ReLU), allowing the PM25-CBL model to learn faster and perform better.

Figure 2: PM25-CBL model

Figure 3: The process of 1D convolution layer for multivariate time series data [32]

Bi-LSTM module. To understand Bi-LSTM, this study first briefs the LSTM network as follows.
This network, which first introduced by Graves and Schmidhuber [33], aims to improve performances
of the traditional recurrent neural networks (RNNs). An LSTM-based model uses a unique set of
memory cells instead of the hidden layer neurons in RNNs model. LSTM networks filter information
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through the gate structure to maintain and update the state of memory cells. The input, forget, and
output gates are three main types of gate structure in a memory cell. Each memory cell in an LSTM-
based model has two types of nonlinear activation function: sigmoid and tanh functions. Fig. 4 shows
the diagram for a memory cell at the time step t.

Figure 4: A memory cell at the time step t

The forget gate in a memory cell provides which cell state information will be discarded. In Fig. 4,
the memory cell takes ht−1 and xt as inputs where ht−1 is the output of the previous step, and xt is
the external information at the current step. The forget gate uses the Eq. (2) to combine two above
variables ht−1 and xt into a long vector through sigmoid function denoted by σ as follows.

ft = σ
(
Wf · [ht−1, xt] + bf

)
(2)

In Eq. (2), Wf and bf are the weight matrix and bias vector of the forget gate. The forget gate aims
to record how much the cell state of the previous step (Ct−1) is reserved to the cell state of the current
step (Ct). The output of the forget gate is a value in [0, 1]. Where value of 1 indicates the complete
reservation and value of 0 shows the full discernment.

The input gate identifies how much of the current moment input xt is used to reserve into the cell
state of the current step (Ct). This gate aims to prevent useless information going to the memory cells.
This gate has two following functions. Eq. (3) is to find the state of the cell, that must be updated, by the
sigmoid function while Eq. (4) aims to update the information to the cell state. A new candidate vector
denoted by C ′

t in Eq. (4) is created through the tanh function to control how much new information
will be added. Finally, this model uses Eq. (5) to update the cell state of the memory cells.

it = σ (Wt · [ht−1, xt] + bt) (3)

C ′
t = tanh (Wc · [ht−1, xt] + bc) (4)

Ct = ft · Ct−1 + it · C ′
t (5)

The output gate determines how much of the current cell state will be discarded. The output
information, ot, is first calculated by the sigmoid function as follows.

ot = σ (Wo · [ht−1, xt] + bo) (6)
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Then the cell state (ht) is determined by tanh function and multiplied by the output information,
ot, to obtain the final value. The following equation is used to find the cell state.

ht = ot ∗ tanh (Ct) (7)

LSTM network only analysis one directional of a sequence which leads to reduce its effectiveness.
Meanwhile, both forward and backward directional information on the sequence may contain inter-
esting patterns. Therefore, Bi-LSTM which considers both forward and backward directions in the
sequence [34] was introduced. This model’s fundamental idea is that it looks at a particular sequence
from the front-to-back and back-to-front. In which an LSTM layer is for forwarding processing while
the remaining layer is for backward processing. In this way, the network could capture the change of
PM2.5 concentrations in both its past and future.

Fully connected module. Finally, the outputs of Bi-LSTM are fed to the fully connected module
which consists of a fully connected layer to generate the PM2.5 concentrations, which helps to reduce
the learning parameters in the model instead of following many fully connected layers. Finally, the
configurations of the PM25-CBL model are presented in Table 2.

Table 2: The configurations of PM25-CBL model

#No Layer type Neurons Parameters

1 1D Convolution (None, None, 5, 64) 192
2 1D Max pooling (None, None, 5, 64) 0
3 1D Convolution (None, None, 4, 64) 8256
4 1D Max pooling (None, None, 4, 64) 0
5 Flatten (None, None, 256) 0
6 Bi-LSTM (None, None, 128) 164,352
7 Dropout (None, 128) 0
8 Bi-LSTM (None, 64) 41,216
9 Fully connected layer (None, 1) 65

3 Experiments
3.1 Experiment Setting

This section evaluates our approach and several state-of-the-art models for time series prediction
including LSTM, Bi-LSTM, CNN, CNN-Bi-LSTM, CNN-LSTM and ARIMA for Air Quality
HCMC dataset. The above methods are implemented in the Keras framework and executed in the
Ubuntu computer with an Intel Core i7-4790 K (4.0 GHz × 8 cores), 32 GB of RAM, and GeForce
GTX 1080 Ti. To demonstrate the effectiveness of PM25-CBL model, the Air Quality HCMC dataset
is divided into 5-folds with 20% for testing set and the remaining of this dataset for training set. This
study utilizes four following common performance metrics to compare the experimental methods.

The first metric, MSE, is the average squared difference between the predicted values given by the
machine learning model and the actual values. Meanwhile, the second metric namely RMSE is the
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square root of the MSE. They are determined by the following equations.

MSE = 1
n

∑n

1

(
y − ŷ

)2
(8)

RMSE =
√

1
n

∑n

1

(
y − ŷ

)2
(9)

Next, MAE gives the average magnitude of the prediction errors and ignores their directions by the
absolute operator. Meanwhile, MAPE provides prediction accuracy in the percentage of a forecasting
method. The following equations can obtain them.

MAE = 1
n

∑n

1

∣∣y − ŷ
∣∣ (10)

MAPE = 100
n

∑n

1

∣∣∣∣y − ŷ
y

∣∣∣∣ (11)

3.2 Experiment Results
Firstly, the loss values during training and testing phases were tracked, which are shown in Fig. 5.

The results confirm that the loss of training and testing phases are stable after 20 epochs. Therefore,
our model will be trained in 20 epochs. Besides, this study utilizes batch size at 30 and Adam optimizer
for PM25-CBL model. The Adam optimizer has an initial learning rate of 0.001.

Figure 5: The loss values of PM25-CBL model in training and testing phases

Secondly, this section reports the performances of the experimental methods, including LSTM, Bi-
LSTM, CNN, CNN-LSTM, CNN-Bi-LSTM, ARIMA and the proposed approach for the Air Quality
HCMC dataset in terms of MSE, RMSE, MAE, and MAPE. The experimental results in Table 3 show
that our approach achieves the best values of MSE, RMSE, MAE, and MAPE at 1.23, 1.09, 0.89, and
3.19, respectively. For the MSE metric, the proposed approach improves 12.7% compared with CNN-
LSTM, improves 6.1% compared with Bi-LSTM, improves 16.9% compared with LSTM, improves
8.2% compared with CNN, improves 18.5% compared with CNN-Bi-LSTM, and improves 37.6%
compared with ARIMA. Likewise, our approach improves from 3.5% to 22% in the RMSE metric,
from 5.3% to 12.7% in the MAE metric, and from 5% to 80% in the MAPE metric compared with the
remaining experimental methods. Therefore, the proposed method outperforms LSTM, Bi-LSTM,
CNN, CNN-LSTM, CNN-Bi-LSTM, and ARIMA models in all performance metrics.
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Table 3: Results of four experimental methods for Air Quality HCMC dataset

#No Model MSE RMSE MAE MAPE

1 LSTM 1.48 ± 0.34 1.21 ± 0.13 1.02 ± 0.09 3.63 ± 0.27
2 Bi-LSTM 1.31 ± 0.64 1.13 ± 0.18 0.94 ± 0.22 3.36 ± 0.4
3 CNN 1.34 ± 0.36 1.15 ± 0.16 0.94 ± 0.12 3.37 ± 0.4
4 CNN-LSTM 1.41 ± 0.4 1.17 ± 0.22 0.97 ± 0.13 3.46 ± 0.4
5 CNN-Bi-LSTM 1.51 ± 0.5 1.2 ± 0.25 1.0 ± 0.21 3.57 ± 0.7
6 PM25-CBL 1.23 ± 0.4 1.09 ± 0.21 0.89 ± 0.14 3.19 ± 0.45
7 ARIMA 1.97 ± 0.2 1.40 ± 0.07 0.99 ± 0.05 16.19 ± 0.002

Finally, this study evaluates the processing time of the experimental methods for the Air Quality
HCMC dataset. Table 4 indicates that CNN is the best method in both training time and predicting
time with 1.31 and 0.027 s, respectively. CNN-LSTM reached 2nd place with 3.255 and 0.107 s for
training time and predicting time, respectively. LSTM achieved 3rd place with 3.302 and 0.124 s for
training time and predicting time. The proposed method is 4th place with insignificant time gaps
compared with the two above methods. Specifically, PM25-CBL is 0.149 s slower than the CNN-
LSTM method in training time and 0.063 s in testing time, but it is faster CNN-Bi-LSTM with 1.496 s
for training time. Bi-LSTM is the worst method in terms of processing time, with 5.679 and 0.234 for
training time and testing time, respectively.

Table 4: Processing time of four experimental methods for air quality HCMC dataset

#No Model Training phase (s) Predicting phase (s)

1 LSTM 3.302 0.124
2 Bi-LSTM 5.679 0.234
3 CNN 1.31 0.027
4 CNN-LSTM 3.255 0.107
5 CNN-Bi-LSTM 4.9 0.17
6 PM25-CBL 3.404 0.17
7 ARIMA 4.39 0.112

3.3 Discussions
The experimental results on processing time indicate that the proposed method has not achieved

the best training and predicting time. It has twice the training time as the best model (CNN). However,
training time of the proposed method only takes 3.4 s. This is not significant when hardware has
evolved dramatically. In addition, the proposed method achieves the best results in accuracy with
MSE, RMSE, MAE, and MAPE metrics. Obviously, with the improvements in terms of performance,
the processing time of the proposed method is acceptable compared with CNN, LSTM, Bi-LSTM,
CNN-LSTM, and ARIMA models. With the above analysis, the advantage of the proposed model
is about predictability while the limitation of the model is the training time. However, the time
difference between the methods is not significant., therefore, the proposed method is recommended to
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be integrated in smart environmental monitoring to automatically provide forecasts for citizens when
PM2.5 concentrations reach dangerous thresholds in smart city.

Currently, this study developed a deep learning model for prediction PM2.5 concentration
prediction applied in Ho Chi Minh City, Vietnam. Therefore, it is necessary to conduct the study
to interact with this model to the system to be able to use it in practice. In addition, the collection
of features is still very limited, leading to low accuracy. Therefore, it is necessary to collect more
information regarding the environment in the future.

4 Conclusion

This study developed a hybrid deep learning approach named PM25-CBL model for PM2.5
concentration prediction in Ho Chi Minh City, Vietnam. This study first analyzed the effects of
variables on PM2.5 concentrations in the Air Quality HCMC dataset which helps to choose the
best variables. Secondly, the PM25-CBL model that integrates CNN and Bi-LSTM is developed.
The PM25-CBL model consists of three following modules: CNN, Bi-LSTM, and Fully connected
modules. Finally, this study conducts the experiment to compare the performance of the proposed
approach and three state-of-the-art frameworks for time series prediction including LSTM, Bi-LSTM,
CNN, CNN-LSTM, CNN-Bi-LSTM, and ARIMA. The empirical results confirm that PM25-CBL
model outperforms other experimental methods for Air Quality HCMC dataset in terms of several
common metrics including MSE, RMSE, MAE, and MAPE.

For future work, we focus on improving the PM2.5 concentration prediction model’s performance
by applying several advanced techniques such as evolutionary algorithms to the proposed approach.
In addition, the Air Quality datasets in several cities in Vietnam are collected to verify the proposed
model.
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