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Abstract: Globally, depression is perceived as the most recurrent and risky disor-
der among young people and adults under the age of 60. Depression has a strong
influence on the usage of words which can be observed in the form of written
texts or stories posted on social media. With the help of Natural Language Proces-
sing(NLP) and Machine Learning (ML) techniques, the depressive signs
expressed by people can be identified at the earliest stage from their Social Media
posts. The proposed work aims to introduce an efficacious depression detection
model unifying an exemplary feature extraction scheme and a hybrid Long
Short-Term Memory network (LSTM) model. The feature extraction process
combines a novel feature selection method called Elite Term Score (ETS) and
Word2Vec to extract the syntactic and semantic information respectively. First,
the ETS method leverages the document level, class level, and corpus level prob-
abilities for computing the weightage/score of the terms. Then, the ideal and per-
tinent set of features with a high ETS score is selected, and the Word2vec model is
trained to generate the intense feature vector representation for the set of selected
terms. Finally, the resultant word vector obtained is called EliteVec, which is fed
to the hybrid LSTM model based on Honey Badger optimizer with population
reduction technique (PHB) which predicts whether the input textual content is
depressive or not. The PHB algorithm is integrated to explore and exploit the opti-
mal hyperparameters for strengthening the performance of the LSTM network.
The comprehensive experiments are carried out with two different Twitter depres-
sion corpus based on accuracy and Root Mean Square Error (RMSE) metrics. The
results demonstrated that the proposed EliteVec+LSTM+PHB model outperforms
the state-of-art models with 98.1% accuracy and 0.0559 RMSE.

Keywords: Depression detection; dimensionality reduction; feature extraction;
feature selection; hybrid LSTM network; population reduction; honey badger
optimization; social media; twitter

1 Introduction

Mental health is as vital as physical health since it can affect the individual’s performance on a daily
fbasis. The mental disorder has an influence on people in all age groups at every phase of life, especially
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from childhood to adolescence. Also, the pandemic has caused mental distress [1] in many possible ways.
Besides, the social stigma connected to mental health prevents the depressed individual from undergoing
clinical therapies or medications. Suicide has emerged as a leading cause of mortality among young
people, with a suicide rate of 10.5 per million individuals, or approximately eight million instances per
year in absolute terms. Detecting and healing depression at the early stage [2] reduces the crucial life-
threatening factors associated with it. The conventional clinical methods for depression detection involve
questionnaires and interviews which will not be effective without the active participation of depressed
individuals.

The modern digital era opens up new opportunities for identifying depression through medical imaging
[3], social media forums, etc. Social Media enables the people to express their thoughts of depression in
public or only to their interested circle. Even healthcare tracking systems can leverage social media data
to determine users’ mental states based on their posts and comments for the diagnosis of depression and
anxiety. However, data about mental-health-related problems uploaded on social networking sites contain
unstructured and unpredictable raw forms of data. Consequently, an intelligent and smart system is
required, which is capable of obtaining the most pertinent data aspects with a lower dimensionality that
increases the accuracy of mental health diagnosis systems. The advent of Natural Language Processing
(NLP) techniques and machine learning models motivates researchers to develop automatic and efficient
depression detection systems using text content posted in social media forums. Detecting depression
using social media posts in text format inflicts three intricate challenges. First, a large number of
instances with high dimensional sparse features. Second, feature selection with high dimensionality is
highly complex and requires more computational time and space. Third, tuning the parameters of the
machine learning models developed for depression prediction.

To address these challenges, the present work aims to design a unified depression diagnosis system
based on the Long Short-Term Memory network (LSTM) network with the Population reduced Honey
Badger optimizer (PHB) to identify depression related tweets efficiently and accurately. The system
blends the feature scores estimated using a novel Elite Term Score (ETS) and feature vectors extracted
employing Word2Vec to form a rich feature vector representation. The findings show that the proposed
system properly manages unstructured data and improves the depression prediction ability. The prime
contributions of the proposed work are listed as follows:

1. Introduced a novel feature selection method based on the Elite Term Score (ETS), a mixture of tweet
level, class level, and corpus level probabilities to reduce the dimensionality and select the prominent
set of word features from the Twitter corpus.

2. Performed feature fusion to enrich the feature representation by combining the ETS score of words
and semantic word vectors produced by the Word2Vec model called EliteVec.

3. Incorporated population reduction strategy into Honey Badger optimization algorithm to reduce the
computational complexity by minimizing the population size in progressive iterations thereby
enhancing the exploration and exploitation ability of the algorithm.

4. Developed an optimized LSTM model with PHB algorithm for tuning the hyperparameters of the
network.

5. Carried out extensive experimentation on the proposed system and the results are compared with the
other state-of-art approaches related to depression analysis. The exploratory results reveal that the
combined feature vectors (EliteVec) and optimized LSTM tend to improve the overall
performance of the network with an accuracy of 98.1% and a Root Mean Square Error of 0.0559.

The remaining content of the paper is organized as follows: Section 2 discusses the recent research
works carried out for depression diagnosis based on the content from social media. Section 3 provides the
architecture and a detailed description of the components included in the proposed system. The
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experimental results and analysis are furnished in Section 4. Finally, Section 5 concludes the present research
by stating the findings and future direction of the proposed system.

2 Literature Review

This section presents the systematic survey of depression detection utilizing text corpus collected from
social media including a brief review on dimensionality reduction.

2.1 Dimensionality Reduction

Feature Selection (FS) is an inevitable and significant task in dimensionality reduction, which
contributes greatly to improving the performance of the model. The primary purpose of feature selection
is to remove the noisy, redundant, and irrelevant features and selecting the optimal and relevant features
from the high-dimensional sparse features of social media posts. The filter-based feature selection
approach arranges the features in the order of preference or importance based on the score values
computed using a specific formula or rule. Then, the features placed in the top positions are used for
model training. For instance, Chi-squared (CHI2) [4] and Discriminating Power Measure (DPM) [5] are
well-known FS approaches in the literature. In [4], the authors introduced Distinguishing Feature Selector
(DFS) method for FS. The DFS method gives higher scores to distinctive features whereas the lower
scores are given to insignificant features based on some criteria set in advance. The authors of [6]
proposed an efficient FS method called Normalized Difference Measure (NDM) which assigns scores to
features based on relative document frequency. The authors also proposed a distinct FS technique called
Min Max Ratio (MMR) [7] which can find mini feature subsets with more useful information even in the
highly skewed corpus. In [8], the authors presented the EFS method, which utilizes both class and corpus
level probabilities to compute the feature score. However, the proposed ETS method differs from the
aforementioned approaches by combining the document/instance level, class level, and dataset level
probabilities to compute the significance of the features.

2.2 Depression Diagnosis Using Social Media Content

Social media mining facilitates the development of automated sentiment analysis applications and
depression recognition systems. A depression detection system using Twitter data is introduced in [9],
where the text format for the emoticons is used to enrich the text data. For extracting the features n-gram
combined with TF-IDF factor is applied and sentiment analysis mechanism is employed with Logistic
Regression (LR) classifier. Support Vector Machine (SVM) based machine learning model for depression
diagnosis using Sina Micro-blog data is presented in [10]. The authors of [11] studied the problem of
anxiety disorder using personal stories posted on the Reddit platform. The purpose of the study is to
discriminate the anxiety related content based on the features extracted using N-gram modeling, Latent
Dirichlet Allocation (LDA) topic modeling, embedding model, and Linguistic Inquiry and Word Count
(LIWC) features. The feature vectors generated from Reddit texts contributed higher performance in
comparison with Twitter data. This is due to the fact that the size of Twitter data is shorter than Reddit
text data. This model has a high impact on the size of the data. In [12], the authors proposed a depression
detection technique using NLP and machine learning techniques by merging LIWC, LDA, and bigram
features. The model utilized SVM and multilayer perceptron (MLP) algorithms for classification. A
hierarchical model for postpartum depression prediction, making use of textual posts shared on the Reddit
forum is proposed in [13]. The model extracted the features utilizing the LIWC dictionary and the Least
Absolute Shrinkage and Selection Operator (LASSO) technique. Then, the extracted features are used to
classify the posts using supervised learning algorithms. A hybrid Convolutional Neural Network (CNN)-
LSTM mode to identify depression from COVID 19 tweets using Chimp Optimization Algorithm was
proposed by [14]. In [15], the authors proposed a deep learning model to identify the depression related
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symptoms from the Reddit corpus. The system employed the one-hot encoding technique to extract features
and an LSTM model is constructed to predict depression.

Table 1 provides a summary of the literature works focused on mental health diagnosis using the textual
content available in social media forums. According to the literature, the researchers devised various
combinations of machine learning and deep learning models with a different mixture of feature extraction
and word embedding techniques to attain superior results. But still, a reliable approach is required to
effectively extract robust features with reduced dimensionality from a vast text corpus gathered from
social media sites while maintaining improved accuracy. The proposed work intends to fill the literature
gap with three important aspects. Firstly, it uses a novel probabilistic filter-based approach named ETS to
reduce the dimensionality based on the feature scores. Secondly, it extracts the semantic feature
embeddings and combined them with the feature scores obtained using the ETS method to form a rich
and deep representation of feature vectors for prediction. Finally, it constructs an optimized LSTM
network with the help of the PHB optimizer to improve the prediction accuracy.

3 Proposed Methodology

This section presents the architecture designed to identify depressive content shared on social media
forums like Twitter based on LSTM based deep learning approach. Fig. 1 depicts the conceptual
framework of the proposed LSTM-PHB based depression detection model using a fusion of Elite Term
Score and Word2Vec feature vectors. The working flow of the model comprises Tweet preprocessing,
data splitting, feature extraction, feature fusion, LSTM model training with PHB optimizer, and
depression prediction. The explanation of these processes is elucidated in the subsections.

Table 1: Outline of recent research on social media based depression detection

References Data source Features extracted Prediction models

[9] Twitter N-grams using TF-IDF & LR LR

[10] Sina micro blog N-gram with pearson correlation coefficient SVM

[11] Reddit Combined N-gram + LDA + LIWC LR, SVM, NN

[12] Reddit Bigram, LIWC, LDA SVM, MLP

[13] Reddit LIWC SVM, MLP

[14] COVID 19 Tweets Psycholinguistic features IChOA-LSTM-CNN

[15] Reddit One-hot encoding LSTM

Figure 1: The schematic diagram of the proposed intelligent depression detection framework
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3.1 Dataset Description

The proposed depression detection model is trained on two different Twitter corpora: Sentiment
140 corpus and Twitter Depression corpus. Sentiment 140 corpus is a collection of 1.6 million tweets
extracted using the Twitter API with equal distribution of 0.8 million depressive and non-depressive
tweets. The tweets are tagged as 0 and 4 to indicate the non-depressive and depressive content. Twitter
Depression corpus contains 7,769 tweets collected from the users who are depressed and not depressed. It
contains 3,082 depressive tweets and 4,687 non-depressive tweets. Both the datasets are open access
twitter corpus available in the Kaggle repository. Figs. 2 and 3 exhibits the word clouds of the most
frequently occurring words in the depressive and non-depressive tweets of the Sentiment 140 and Twitter
depression corpus respectively.

Figure 2: Wordclouds of sentiment 140 corpus

Figure 3: Wordclouds of twitter depression corpus
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3.2 Tweet Preprocessing

The raw tweets collected from Twitter are exceptionally unstructured and contain more sparse,
redundant, and disposable features such as URLs, hashtags, mentions, symbols, emojis, etc. The Natural
Language Processing (NLP) models cannot directly replace or transform those raw data. So, tweet
preprocessing is an obligatory task in NLP applications which cleans up the tweets to preserve the
necessary information for training the model. And, it transforms the tweets into a machine-understandable
format to boost the performance of the deep learning model. In the proposed depression detection model,
the preprocessing steps are performed as per the following sequential order:

1. Lowercase conversion: Each tweet is converted into lowercase to maintain the case consistency.

2. Hashtags, URL, and Username removal: The hashtags start with the symbol ‘#’, website links
beginning with ‘http’, ‘https’ or ‘www’, and the usernames beginning with the ‘@’ symbol (e.g:
@Twinbird) are discarded from the tweet.

3. Consecutive character substitution: The words with three or more consecutive characters are replaced
by two characters (e.g: ‘guddd’ to ‘gudd’).

4. Emojis conversion: The actual emojis and emoticons are replaced by their corresponding English
word using the emoji package and emoticon dictionary respectively.

5. Contractions replacement: The contractions are replaced with their elaborated form (e.g: don’t to do
not).

6. Removal of numbers, punctuations, and special characters: The characters other than alphabets are
removed and replaced by a space.

3.3 Feature Extraction

Once the tweets are pre-processed, the feature extraction process is applied to convert the raw input
tweets into a comprehensible set of words/features. In this paper, two dis-tinct features are extracted
focusing on the probabilistic information and semantic information respectively. The first feature
emphasizes dimensionality reduction using a novel probabilistic model (Elite Term Score) to prioritize
and selects the pre-eminent set of word features. Whereas the semantic word embedding for the chosen
features is generated using the Word2Vec model trained on the Twitter corpus. Then, the ETS score and
the semantic vectors are merged to enrich the prediction quality.

3.3.1 Elite Term Score
As the curse of dimensionality is obligatory in NLP applications, a new feature selection method called

Elite Term Score (ETS) is introduced to reduce the feature dimensionality and increase the depression
prediction accuracy. The proposed ETS computation covers the tweet level, categorical level, and corpus
level probabilities to estimate the importance of unique terms/words in the Twitter corpus (T). Based on
the three probabilistic values, a word w is considered highly significant if it satisfies the following conditions.

1. Tweet level significance: If all the tweets containing the word w belong to a particular category Cj and
the tweets containing other words w

�
do not belong to Cj, then w is highly relevant to Cj and is given

high priority.

2. Class level significance: If all the tweets labeled under a particular category (Cj) contain the word w,
then w is highly relevant to Cj and is given a high score.

3. Corpus level significance: If the category Cj contains all the tweets with a word w in the overall
corpus, then the word w is highly pertinent in discriminating Cj.

To satisfy the above-specified conditions, the ETS is formulated as given in Eq. (1) where L represents the
total number of class labels in the corpus. The description of the notations used in the equation is given in Table 1.
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ETS wð Þ ¼
XL

k¼1

PðwjCjÞjPðCjjwÞ � PðCjj �wÞj
Pð�w jCjÞ þ Pðwj �CjÞ þ 1

� PðCjjwÞ
Pð�Cj jwÞ þ PðCjj �wÞ þ 1

(1)

Table 2 provides the interpretations of the notations used in Eq. (1). The first part of Eq. (1) computes
the word score based on categorical and tweet level probabilities. The word w is given a high score if it is
present in the tweets relevant to a particular category (Cj). The low score is given to w, if it is not present in
most of the tweets under Cj. Likewise, w is given a low score if it is present in the tweets under other
categories (�Cj). The probability values PðwjCjÞ, PðCjjwÞ, PðCjj �wÞ, Pð�w jCjÞ and Pðwj �CjÞ fulfill the
importance of the tweet and categorical level discrimination. And, whenever P �wð Þ ¼ 0, then PðCjj �wÞ is
set as 0 to prevent dividing by zero exception.

The corpus level score for w is computed using the second part of the formula (1). A high score is given
to w if the probability ofCj increases due to the occurrence of w. A low score is given to w if the probability of
Cj increases or decreases due to the absence of w. So, the probabilities PðCjjwÞ, Pð�Cj jwÞ, and PðCjj �wÞ are
taken into consideration for corpus level score estimation.

The score computed from both parts of the formula ranges from 0 to 1. So, the final score range is also
0; 1½ �. To handle the divide by zero error, þ1 is included in the denominator of both the parts. The highest
score ‘1’ is given to the word w if it is present only in all the tweets of the particular category Cj. Although the
ETS mimics the categorical and corpus level probabilities in the EFS method, it integrates the instance/tweet
probability to select the more unique and eminent features for depression prediction. The advantage of the
ETS method over other methods in the literature is exhibited in the experimental analysis. A mini dataset for
the demonstration of the proposed ETS score computation is given in Table 3. Totally five tweets are taken as
sample instances, wherew1; w2; w3, and w4 represent the words in the tweets, and C1; C2, and C3 denote the
categories. The ETS score of word w1 can be computed using formula (1) as follows,

Table 2: Notations used in the ETS method

Notation Value Description

a count w; Cj

� �
Number of tweets containing the word w in the class Cj

b count w; �Cj

� �
Number of tweets containing the word w in other classes �Cj

c count �w; Cj

� �
Number of tweets not containing the word w in the class Cj

d count �w; �Cj

� �
Number of tweets not containing the word w in other classes �Cj

PðwjCjÞ a= aþ cð Þ The probability of the word w when the class Cj is present

Pð�w jCjÞ c= aþ cð Þ The probability of the word w is absent when the class Cj is present

Pðwj �CjÞ b= bþ dð Þ The probability of the word w when other classes(�Cj) are present

PðCjjwÞ a= aþ bð Þ The probability of the class Cj when the word w is present

Pð�Cj jwÞ b= aþ bð Þ The probability of the class Cj is absent when the word w is present

PðCjj �wÞ c= cþ dð Þ The probability of the class Cj when the word w is absent
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ETS w1; C1ð Þ ¼
1

1
� 1

5
� 0

����
����

0

1
þ 4

4
þ 1

�
1

5
4

5
þ 0þ 1

¼ 0:011

ETS w1; C2ð Þ ¼
2

2
� 2

5
� 0

����
����

0

2
þ 3

3
þ 1

�
2

5
3

5
þ 0þ 1

¼ 0:05

ETS w1; C3ð Þ ¼
2

2
� 2

5
� 0

����
����

0

2
þ 3

3
þ 1

�
2

5
3

5
þ 0þ 1

¼ 0:05

ETS w1ð Þ ¼ 0:011þ 0:05þ 0:05 ¼ 0:111

Similarly, the scores for other words w2, w3, and w4 are estimated as 0:145, 1:0, and 0:256 respectively.
From these values, it can be noticed that w1 is having the lowest score since it is present in all the tweets in the
corpus and the highest score is given to w3 since it is present only in all the tweets under the single category
C2. Hence, it is considered a prominent feature relevant to C2. However, the words w2 and w4 are distributed
among C2 and C3, the word w4 is more significant since it is present in relevant categories with discriminative
occurrences. But, w2 is present in C1 and C2 with equal distribution. Finally, the words are ranked as w3 1stð Þ,
w4 2nd

� �
, w2 3rd

� �
, and w1 4th

� �
. Table 4 displays the score comparison of ETS vs. other literature methods for

the words in the sample dataset. From the table, it is observed that ETS assigns a reasonable and unbiased
score to the features when compared to other methods. This proves that the proposed method has more
distinguishing ability because of the combination of corpus, categorical, and tweet level probabilities.
And, it can rank and select more expressive and relevant features for identifying depression. The ETS
method is explicitly used for dimensionality reduction by extracting only the significant set of features
and thereby removing the invalid features from the dataset. The ETS method assigns a divergent score to
each unique feature (word) in the Twitter corpus. The words containing higher scores have more
discriminative power and are more prudent in categorizing tweets. Based on the ETS score, the words are
sorted in the order of preference/importance and the top scored features are given more priority for
further processing. Thereby, the ETS method reduces the dimensionality by selecting only the informative
and valid set of word features to identify depression related tweets.

3.3.2 Fusion of ETS and Word2Vec
To retain context-level semantic information of the tweets, Word2Vec is combined with the proposed

probabilistic method to generate more meaningful word feature vectors. In this work, the Gensim

Table 3: Mini sample dataset for demonstration purpose

# Tweet Category

1 w1 w2 C1

2 w1 w2 w3 w4 C2

3 w1 w3 w4 C2

4 w1 w4 C3

5 w1 C3

1752 IASC, 2023, vol.36, no.2



Word2vec model is applied to extract the syntactic and semantic relationships of words and encode them into
a deep vector representation. The word features extracted by the ETS method are inputted to the Word2vec
model to obtain the equivalent semantic word vectors. The exponential values generated by the model are
hard to interpret, but it produces analogous vectors for words with similar meaning. The words conveying
similar meaning to the target word can be extracted using the trained Word2vec model and is exemplified
in Table 5. The strength of the word embedding model resides in generating pertinent word vectors with
low dimensionality. Once the semantic word vectors are extracted for the words selected by the ETS
method, the next step is to combine the ETS score and Word2Vec feature vectors to create the high-
quality word vectors for training the proposed depression detection model. The features are fused by
multiplying the ETS score of a word with the corresponding word vector generated by the Word2Vec
model to create the final fused feature vector as given in the equation, where Vw denotes the resultant
feature vector of word ‘w’, ETS wð Þ represents the ETS score and ~w indicates the semantic word vector.
Consequently, a low dimensional dense vector representation for the word features called ‘EliteVec’ are
obtained from this phase. The extracted word feature vectors are now ready to be sent to the prediction
algorithms as elaborated in the subsequent sections.

Vw ¼ ETS wð Þ �~w (2)

3.4 Prediction Using Optimized LSTM Network

In the proposed work, an enhanced version of the Honey Badger (HB) optimization algorithm with a
population reduction strategy called PHB optimizer is introduced to optimize the training parameters of
the LSTM network dynamically based on the global convergence. The LSTM network driven by the
PHB optimizer is then used for the prediction of depressive tweets. The succeeding subsections neatly
present the comprehensive description of the PHB algorithm and the optimized LSTM network.

3.4.1 HB Algorithm with Population Reduction Strategy (PHB)
The Honey Badger algorithm [16] mimics the foraging nature of the honey badger. The honey badger

searches for the food in either of the two modes. The first mode is called digging mode, in which it uses its

Table 4: Feature score estimation using different methods

Word CHI2 DPM DFS NDM MMR ETS

w1 6.94 1.00 1.000 1.00 5.00 0.111

w2 4.82 0.83 0.654 2.33 2.22 0.145

w3 2.93 0.92 0.673 3.50 3.25 1.000

w4 0.00 0.00 0.500 0.00 0.00 0.256

Table 5: Extraction of similar words using Word2vec model trained on Twitter corpus

Target
word

Most similar words with similarity scores

Great Fantastic(0.735), wonderful(0.705), awesome(0.691), good(0.685),
fabulous(0.646), amazing(0.645), fab(0.612), nice(0.585), excellent(0.577), gr8(0.574)

Hate Hates(0.549), sucks(0.515), stupid(0.467), suck(0.464), hating(0.450), dislike(0.450),
h8(0.435), despise(0.426), ugh(0.419), annoying(0.418)
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sniffing power to approach the location of the prey. Once it reached the target location, it moves around in the
Cardioid motion to find the exact location for digging and capturing the prey. The other mode is called honey
mode, in which it follows the Honeyguide bird to reach the beehive directly. Conceptually, the peculiar
hunting strategy of honey badger is formulated as a meta-heuristic approach with the exploration phase
(digging phase) and exploitation phase (honey phase) for solving global optimization problems. The
robustness of meta-heuristic approaches relies on population size, convergence factor, exploration and
exploitation ability, etc.

Population size is one of the most crucial parameters of any optimization algorithm and it cannot be
predetermined. The population size should be large to explore the search space intensely. At the same
time, the population size should be reduced to improve the model performance and to exploit rich and
strong solutions for the problem under consideration. The authors of [17] introduced a non-linear
approach for population reduction to minimize the population count gradually with respect to the number
of function evaluations. Based on the approach, the equation mentioned in (3) is used for population
reduction.

Ntþ1 ¼ round Nmaxð Þ þ Nmin � Nmaxð Þ � P 1�Pð Þ� �
P ¼ NFE

NFEmax

(3)

In the above equation, Ntþ1 represents the reduced population for the next iteration, Nmin and Nmax

denote the minimum and maximum population count respectively, NFE signifies the number of function
evaluations and NFEmax is the presumed number of maximum function evaluations. The population
reduction strategy infuses the following benefits into the original HB algorithm.

� In the early stages of optimization, it drops out the unviable solutions to a great extent without
influencing the exploration ability.

� During the later stages, it boosts the exploitation ability of the algorithm by the slight rejection of
unviable solutions.

� The actual computational complexity of the HB algorithm is O NFEmax � N � Dð Þ where N is the total
number of population and D is the number of decision parameters or the data dimensionality.
Encompassing the population reduction method progressively reduces the computational
complexity of the algorithm in the successive iterations with respect to the decreased population
count.

The mathematical procedure of the HB algorithm includes determining the population count (number of
honey badgers) and initializing the population solutions (positions of honey badgers), estimating and
updating the key parameters as given in the following steps.

Step 1: Population Initialization

Determine the minimum and the maximum number of honey badgers Nmin and Nmax respectively.
Generate the initial positions for the Nmax number of honey badgers using the Eq. (4).

pi ¼ lbi þ r1 � ubi � lbið Þ (4)

where pi represents the position of ith honey badger among Nmax population, lbi and ubi represent the lower
bound and upper bound of the search space respectively and r1 is the random number with range (0, 1).

Step 2: Intensity Computation

Intensity is associated with the enticing smell of the prey which is defined by the distance between the ith

honey badger and the target prey. The honey badger is attracted by the smell of the prey and moves faster
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towards it when the intensity of the smell is higher and vice versa. The formula to calculate the intensity is
shown in Eq. (5).

Ii ¼ r2 � S

4pd2i
lS ¼ ðpi � piþ1Þ2
di ¼ pprey � pi

(5)

where S denotes the strength of the smell which leads to the target prey location and di denotes the distance
between the ith honey badger and the prey.

Step 3: Density Factor Calculation

The smooth transition from exploration to exploitation is controlled by the density factor (a) through
time-variant randomization. The value of a reduces exponentially with iterations to minimize the temporal
randomness as given in Eq. (6).

a ¼ c � exp �t

NFEmax

� �
(6)

where t is the current iteration number and c is a constant parameter (� 1) with a default value of 2.

Step 4: Evading local optimum

The HB algorithm adjusts the search direction using a flag variable ‘F’ for the exhaustive exploration of
the search space to elude the problem of local optimum convergence. The value of F is updated randomly as
mentioned in Eq. (7), where rf is a random number within the range of (0, 1).

F ¼ 1; if rf � 0:5
�1; otherwise

	
(7)

Step 5: Updating candidates’ positions

The positions of each honey badger are updated based on the two different stages: the digging stage and
the honey stage. The position update using the ‘digging phase’ or ‘honey phase’ is determined randomly as
specified in the following Eq. (8).

pnew ¼ apply digging phase; if randðÞ, 0:5
apply honey phase; otherwise

	
(8)

Step 5.1: Digging (Exploration) stage

In the stage of digging, the honey badgers move in Cardioid motion as given in Eq. (9).

pnew ¼ pbest þ F � b � I � pbest þ F � r3 � a � di � jcos 2pr4ð Þ � 1� cos 2pr5ð Þ½ �j (9)

where pbest is the global best position of the target prey, b indicates the potential of the honey badger to
acquire the beehive (should be � 1), di is the distance between the ith honey badger and the prey and
r3; r4; r5 are the random numbers in the range of (0, 1).

Step 5.2: Honey (Exploitation) Stage

In this stage, the honey badger reaches the beehive with the help of the honeyguide bird as imitated in
Eq. (10).

pnew ¼ pbest þ F � r7 � a � di (10)
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where r7 is the random number within the range of (0, 1). Fig. 4 depicts the flow diagram of the PHB
Optimization algorithm. The optimization process continues until the maximum number of function
evaluations (NFEmax) is reached. As discussed earlier, the population count will get reduced gradually for
every iteration which will minimize the computational complexity of the algorithm.

3.4.2 LSTM with PHB Optimizer
Recurrent Neural Network (RNN) is a genre of Artificial Neural Network (ANN) explicitly designed for

processing time series or sequential data. RNNs are capable of capturing and retaining information from the
input sequence patterns of arbitrary size. It enables the network to control the current input and output based
on the information gained from prior inputs. But RNNs faced the vanishing gradient problem, that inhibits
the learning of dependencies from lengthy data sequences. To tackle this problem, the LSTM network, a

Figure 4: The flowchart of the honey badger optimization with population reduction strategy
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notable variant of RNN was introduced to learn long-term sequential relationships more accurately than the
conventional RNN models. A standard LSTM network comprises multiple memory units (cells) connected
sequentially. The simplified version of LSTM network is illustrated in Fig. 5 with the ‘n’ number of LSTM
cells. Fig. 6 shows the complete internal layout of an LSTM cell. The memorization process of LSTM is
regulated by three primary gates, namely forget gate, input gate, and output gate.

To identify depressive tweets using the PHB-LSTM network, the fused feature vector (V ) is fed as input
(xt) to the gates of each LSTM cell. Also, memory carried from the previous LSTM cell (Ct�1) and the output
generated by the previous LSTM cell (ht�1) is passed as additional inputs to the current LSTM cell.

The forget gate determines which information is important and to be remembered and which may be
disregarded based on Eq. (11). The sigmoid function is used to process data from the current input xt and
the hidden state ht�1. The sigmoid function produces values in the range of (0, 1). It decides if a portion
of the former output is required (by producing the output nearer to 1). The cell will eventually utilize this
ft value for element-wise multiplication.

ft ¼ r Wf � ht�1; xt½ � þ bf
� �

(11)

Figure 5: An illustrative diagram of a standard LSTM network

Figure 6: The internal layout of an LSTM cell/unit
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where xt is the input word feature vector, ht�1 is the previous hidden state vector, Wf is the weight matrix
between input gate and forget gate, and bf is the bias vector at timestep t.

To update the cell state, the input gate carries out two processes. Firstly, the second sigmoid function
receives the current input word feature vector xt and the previous state hidden vector ht�1. The values are
converted between 0(significant) and 1(insignificant). Next, the same inputs (xt and ht�1) are sent through
the tanh activation function. To control the network, the tanh operator will generate a vector Ct

containing all possible values between −1 and 1. Then, the activation function outputs the values which
are ready for element-wise multiplication. The above processes are defined in Eq. (12), where it is the
input gate at timestep t, Wi is the weight matrix of sigmoid function (r) between input gate and output
gate, bi is bias vector with respect to Wi, eCt is the output generated by tanh function, WC is the weight
matrix of tanh function between the cell state information and network output and bC is the bias vector
with respect to WC .

it ¼ r Wi � ht�1; xt½ � þ bið ÞeCt ¼ tanh WC � ht�1; xt½ � þ bCð Þ (12)

The input gate and forget gate have provided the network with sufficient information to decide on
and save the information from the new state in the current cell state. The forget vector ft multiplies the
previous cell state Ct�1 and discards the values with 0 outcomes. The network then executes element-
wise addition on the output of the input vector it, updating the cell state and creating a new cell state Ct

as mentioned in Eq. (13).

Ct ¼ ft � Ct�1 þ it � eCt (13)

where Ct and Ct�1 represent the new and previous cell state information respectively.

The output gate holds the information about the prior inputs and decides the value of the next hidden
state. The last sigmoid function of the cell receives the values of the current and the prior hidden state vectors.
The tanh function is then applied to the new cell state that was created from the original cell state. And, the
element-wise multiplication is performed as one of these outputs. The network determines which information
should be carried by the hidden state based on the final value. Eq. (14) demonstrates the final output process
of the current LSTM cell where ot is the output gate,Wo is the weight matrix of the output gate, bo is the bias
vector with respect to Wo and ht is the output of the LSTM cell.

ot ¼ r Wo � ht�1; xt½ � þ boð Þ
ht ¼ ot � tanh Ctð Þ (14)

The hidden state and the newly created cell state are then passed over to the subsequent time step. The
forget gate then selects the pertinent information from the earlier stages, the input gate decides determines the
related information from the current state, while the output gates confirm the next hidden state. The hidden
state vector in the final cell is used to predict whether the textual input indicates depression or not.

The learning process of the LSTM network is controlled by the hyperparameters such as learning rate,
momentum rate, dropout rate, number of epochs, number of nodes, number of hidden layers, etc. The
robustness and efficacy of the network depend on the values assigned to these hyperparameters.
Therefore, tuning of hyperparameters plays a vital role and is a more complex and challenging process.
The proposed framework makes use of the proposed PHB optimizer to fine-tune the momentum rate,
learning rate, and dropout rate of each LSTM hidden layer. The parameter values selected by the PHB
optimizer are tested every time with the objective/fitness function (mean squared error) to obtain the
global best optimal values. For each hidden layer ht�1; t ¼ i; 2; . . . ; Nð Þ, the hyperparameters are
optimized and the global best values are acquired using Eq. (8) of the PHB algorithm elaborated in
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Section 3.4.1. The optimized LSTM output layer can be expressed as given in Eq. (15), where the ideal
hyperparamater values (pbest) are chosen for each LSTM hidden layer.

ot ¼ r Wo � ht�1 pbestð Þ; xt½ � þ boð Þ (15)

Algorithm 1 emphasizes the pseudocode of the PHB algorithm for LSTM hyperparamater optimization.
The number of LSTM hyperparameters along with their lower and upper bound values are given as input to
the PHB algorithm in addition to other optimization parameters such as Nmin, Nmax, and NFEmax. Once the
variables are initialized and the criterion is fixed, the optimization process is executed as per the steps
highlighted in Section 3.4.1. The algorithm gets terminated when the maximum Number of Function
Evaluations (NFEmax) is reached. It is estimated using the maximum number of population and the
maximum number of iterations assumed (NFEmax ¼ Nmax � tmax).

Algorithm 1: LSTM hyperparameter tuning using PHB optimizer

Input: Number of LSTM parameters to be optimized: h

Lower and Upper bounds of hyperparameters: lb and ub

Minimum population count: Nmin,

Maximum population count: Nmax,

Declare position vector: pi ¼ pi1; pi2; . . . ; pihf g; i ¼ 1; 2; . . . ; Nmax,

Maximum number of function evaluations: NFEmax

Control parameters: b and c

Output: Best and optimal hyperparameter values: pbest

Initialize the position of honey badgers using Eq. (4)

Evaluate the initial fitness of each population f pið Þð Þ //Mean Square Error

Identify the initial global best position pbestð Þ
/* Finding the optimal values for hyperparameters */

Set Nbh = Nmax

While NFE, NFEmax do

Compute the density factor using Eq. (6)

/* Update the position vector of honey badgers */

for i ¼ 1 : Nhb do

Compute the intensity value using Eq. (5)

if rand() , 0:5 then

Apply digging phase to find the new position vector pnewð Þ using Eq. (9)

end

else

Apply honey phase to find the new position vector pnewð Þ using Eq. (10)

end

/* Identify the local best solution */

Evaluate the fitness of new position vector f pnewð Þð Þ
(Continued)
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if f pnewð Þ, f pið Þ then
Set pi ¼ pnew and f pið Þ ¼ f pnewð Þ

end

/* Update the global best solution */

if f pnewð Þ, f pbestð Þ then
Set pbest ¼ pnew and f pbestð Þ ¼ f pnewð Þ

end

end

/* Apply population reduction strategy */

Update the new population size Nhbð Þ using Eq. (3)

Select the top Nhb position vectors with the best fitness score for the next iteration

end

Return pbest

4 Results and Discussion

One of the most critical aspects of developing an effective ML model is evaluating the performance of
the model. The performance measures help to analyze how well the model performed with the provided data.
By changing the hyper-parameters, the model’s performance can be improved. The experiments are
conducted in Google Colaboratory with a specification of K80 GPU and 12 GB of RAM. For
experimentation purposes, the corpus is split into 80% for training and 20% for testing. This section
demonstrates the evaluation results, analysis, and comparisons of the proposed depression prediction
model with state-of-art techniques.

4.1 Performance Measures

Two different metrics are used to evaluate the quality or performance of the proposed approach:
Accuracy and Root Mean Square Error (RMSE). These measures aid to determine the degree of
effectiveness of the proposed algorithm in identifying the depressive text.

4.1.1 Accuracy
Accuracy is a statistic that describes how the model performs in general across all classes. In other

words, accuracy measures the proximity of a predicted value to a standard or actual value. It is helpful
when all classes are equally important. It is determined by dividing the number of correct predictions by
the total number of predictions.

Accuracy ¼ TP þ TN

TP þ TN þ FP þ FN
(16)

where TP, TN, FP, and FN are True Positives, True Negatives, False Positives, and False Negatives
respectively.

Algorithm 1 (continued)
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4.1.2 Root Mean Square Error
The Root Mean Square Error (RMSE) is a commonly used metric for determining how much a value

predicted by a model differs from the actual values that were observed. The square root of the
discrepancies between actual and predicted outcomes is known as RMSE. The formula to calculate
RMSE is given in Eq. (17).

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

XN

i¼1
ðbyi � yiÞ2

r
(17)

where byi and yi denote the predicted and actual outcome.

4.2 Accuracy Analysis of Elite Term Score

The FS techniques choose a feature subset according to its procedure or formula. The features are given
a score based on their distinguishing strength. The classification performance of the feature subset chosen by
FS algorithms may be examined with the help of soft computing techniques. If high scores are assigned to
informative features by the FS approach, the classification performance produced by those features will be
improved. Similarly, if low scores are assigned to uninformative features, the classification accuracy of the
feature subset that does not include those features would most likely be greater. On the other hand, if any FS
algorithm assigns high scores to uninformative features, the performance of classification gained by such
features would reduce. Therefore, to analyze the accuracy of the proposed ETS feature selection
methodology, two widely known machine learning algorithms are used such as Naive Bayes (NB) and
Support Vector Machine (SVM). The total number of unique features extracted from Sentiment 140 and
the Twitter dataset are 172834 and 18439 respectively. Since Sentiment 140 is a large corpus, the
obtained number of features is higher when compared to the Twitter depression corpus. The feature
subsets of different sizes (100, 500, 1000, 1500, 2000) selected by various FS techniques such as CHI2,
DPM, DFS, NDM, MMR, and EFS are fed into NB and SVM models to compare the performance of the
proposed ETS measure. The accuracy measures of Sentiment 140 and Twitter depression datasets
obtained using NB and SVM classifiers are displayed in Figs. 7 and 8 respectively. From the figures, it is
observed that the new ETS method performs well for both datasets with appreciable accuracy score
values. For the Sentiment 140 dataset, the maximum accuracy of 0.923 and 0.926 is obtained using NB
and SVM classifiers respectively. Similarly, for the Twitter depression dataset, the maximum accuracy
obtained is 0.857 and 0.863 using NB and SVM classifiers respectively. Also, it should be stated that
multiple FS approaches worked better for different feature sizes, including CDM, DPM, DFS, DFSS,
MMR, and EFS. Furthermore, the SVM classifier is more efficient than the NB classifier because, in
high-dimensional spaces, such as texts, SVM generalizes effectively.

4.3 Analysis of PHB Optimizer

To analyze the efficacy of the PHB optimization algorithm, the convergence behavior of the LSTM
model with the PHB optimizer (LSTM-PHB) is compared with other metaheuristic algorithms in terms of
accuracy and RMSE metrics. The various metaheuristic approaches used for the comparison purpose are
Particle Swarm Optimization (PSO) [18], Black Widow Optimization (BWO) [19], Gaining Sharing
Knowledge (GSK) optimization [20], and Honey Badger Optimization without population reduction (HB)
[16]. The hyperparameter values used for the simulation of the aforementioned algorithms are given in
Table 6. Apart from those parameters, for PSO, BWO, GSK, and HBO, the total population count,
maximum iterations, and the number of epochs are fixed as 100. The convergence graphs of all
algorithms for Sentiment 140 and the Twitter depression dataset based on RMSE and accuracy metrics
are shown in Figs. 9 and 10 respectively. From the graphs, it is interpreted that the PHB converges to the
best performance (RMSE and accuracy) of the LSTM network as compared to the other optimization
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techniques. In terms of RMSE, the LSTM-PHB converges at the minimum error rate of 0.0799 and
0.0559 for Sentiment 140 and Twitter depression dataset respectively. Simultaneously, the accuracy
values converge at the maximum of 0.98 and 0.95 respectively for Sentiment 140 and Twitter depression
dataset. Even though some of the algorithms converge quicker than PHB, they either stall or converge too
soon in the early stages of the optimization process. As a result, it can be inferred that PHB is capable of
balancing the two conflicting facets of exploration capacity and exploitation propensity.

Figure 7: Accuracy comparison of different FS methods for sentiment 140 dataset

Figure 8: Accuracy comparison of different FS methods for Twitter depression dataset
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Table 6: Optimization parameters for the simulation of various metaheuristic approaches

Algorithm Parameter Value

PSO Inertia weight 2

Best global experience 2.2

Best personal experience 2.4

w-damp 0.98

BWO Procreate rate 0.6

Mutation rate 0.4

Cannibalism rate 0.44

GSK Probability value 0.1

Knowledge ratio 0.95

Fitness parameters (c1; c2) 0.99, 0.01

HBO b (potential of a honey badger to capture the beehive) 6

a (constant parameter) 2

PHB Nmax 100

Nmin 10

NFEmax 5000

Figure 9: Convergence curves of LSTM with different metaheuristic approaches based on RMSE metric

Figure 10: Convergence curves of LSTM with different metaheuristic approaches based on accuracy

IASC, 2023, vol.36, no.2 1763



4.4 Analysis of the Performance of LSTM with PHB Optimizer

To elucidate the efficacy of the proposed LSTM-PHB based depression diagnosis methodology, it is
compared with different combinations of word embedding and LSTM models using both the Sentiment
140 and Twitter depression dataset. The hyperparameter values used for the model training, validation, and
testing are mentioned in Table 7. Due to its ability to store information for a long period, LSTM
outperforms the traditional machine learning algorithms for predicting depressive sequences. The gradient
dissipation and explosion issues are resolved with LSTM. PHB aids LSTM in determining the ideal values
for the hyperparameters with reduced computational complexity. In contrast to classical LSTM, LSTM-PHB
is better at choosing the ideal weights for neural networks and making wise hyperparameter selections,
which results in increased accuracy and reduced RMSE error rate. The comparative assessment is shown in
Table 8. From the assessment values, it can be noticed that the proposed technique acquires the maximum
accuracy of 0.981 and 0.958 for the Sentiment 140 and Twitter depression datasets respectively. On the
other hand, the minimum RMSE is also achieved as 0.0799 and 0.0559 for the Sentiment 140 and Twitter
depression dataset respectively. The highlighted values in the table represent the best overall results attained
by the proposed depression diagnosis model. From the analysis, it is also proven that the EliteVec feature
representation tends to increase the performance of the model with respect to both accuracy and RMSE
measures when compared to the standard Word2Vec embedding strategy. Also, the skip-gram embedding
and PHB optimizer obtained good results for both datasets.

Table 7: Hyperparameters values used for the evaluation

Model Parameter Value

Word2vec Dimension 300

Embedding Skip Gram

Workers/threads 8

LSTM Epoch 100

Batch size 32

Optimizer HPB

Number of layers 3

Loss function RMSE

Table 8: Performance measures of different prediction models

Dataset Feature embedding Model Accuracy RMSE

Sentiment 140 Word2vec LSTM 0.891 0.2365

Word2vec LSTM-PHB 0.932 0.1947

EliteVec LSTM 0.948 0.1705

EliteVec LSTM-PHB 0.981 0.0799

Twitter depression Word2vec LSTM 0.786 0.2190

Word2vec LSTM-PHB 0.840 0.1673

EliteVec LSTM 0.906 0.1128

EliteVec LSTM-PHB 0.958 0.0559

1764 IASC, 2023, vol.36, no.2



4.5 Comparison with State-of-Art Approaches

To justify the novelty and success of the proposed approach, it is compared with the overall accuracy
obtained by the other existing state-of-art methods related to depression analysis. Table 9 summarizes the
results gained by various literature works. From the tabulated values, it can be inferred that the Neural
Network (NN) trained with combines with N-gram and LIWC features [11] obtained an equivalently
great accuracy of 0.98. Similarly, LIWC features alone can produce a good accuracy score of 0.971 with
the MLP model. The accuracy score acquired by the proposed framework is emphasized in the table and
is superior to all the other models. The findings indicate that the suggested methodologies might aid in
the development of intelligent and effective systems for diagnosing depression, anxiety, and other health-
related problems in user-provided social media textual content.

5 Conclusion

This paper proposes an efficient depression analysis framework. The three-level probabilistic feature
selection approach named Elite Term Score (ETS) is introduced to compute the significance of the feature
and to reduce the feature dimensionality. The ETS score is fused with skip-gram model based Word2Vec
semantic embedding to extract a strong word vector representation called EliteVec. The EliteVec yields
consistent improvement in the performance of the LSTM model. Due to its excellent generalization
capabilities, LSTM produces great results even without optimization. To boost the performance of the
LSTM even more, PHB optimizer is used to tune the hyperparameters. The support of PHB in the LSTM
network hyperparameter selection improves accuracy and reduces RMSE and computational complexity.
Two different Twitter corpus has been employed in the experimental study, including the Sentiment
140 dataset and the Twitter depression dataset. The accuracy and RMSE metrics have all been used in the
performance evaluation of the proposed technique. For the two datasets, the maximum accuracy of 98.1%
and 95.8% and the minimum RMSE of 0.0799 and 0.0559 are achieved respectively. The empirical
findings reveal the enhanced performance of the proposed depression identification approach.
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Table 9: Comparison with the state-of-art techniques

Reference Corpus Features Model Overall accuracy

[9] Twitter TF-IDF LR 0.81

[10] Sina Micro-blog N-gram SVM 0.9347

[11] Reddit N-gram+LIWC NN 0.98

[12] Reddit LIWC+LDA+bigram MLP 0.91

[13] Reddit LIWC MLP 0.971

[14] COVID 19 Tweets Psycholinguistic features IChOA-LSTM-CNN 0.977

[15] Reddit One-hot encoding LSTM 0.9202

Proposed Twitter EliteVec LSTM-PHB 0.981
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