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Abstract: Diabetes mellitus is a metabolic disease that is ranked among the top
10 causes of death by the world health organization. During the last few years,
an alarming increase is observed worldwide with a 70% rise in the disease since
2000 and an 80% rise in male deaths. If untreated, it results in complications of
many vital organs of the human body which may lead to fatality. Early detection
of diabetes is a task of significant importance to start timely treatment. This study
introduces a methodology for the classification of diabetic and normal people
using an ensemble machine learning model and feature fusion of Chi-square
and principal component analysis. An ensemble model, logistic tree classifier
(LTC), is proposed which incorporates logistic regression and extra tree classifier
through a soft voting mechanism. Experiments are also performed using several
well-known machine learning algorithms to analyze their performance including
logistic regression, extra tree classifier, AdaBoost, Gaussian naive Bayes, decision
tree, random forest, and k nearest neighbor. In addition, several experiments are
carried out using principal component analysis (PCA) and Chi-square (Chi-2) fea-
tures to analyze the influence of feature selection on the performance of machine
learning classifiers. Results indicate that Chi-2 features show high performance
than both PCA features and original features. However, the highest accuracy is
obtained when the proposed ensemble model LTC is used with the proposed fea-
ture fusion framework-work which achieves a 0.85 accuracy score which is the
highest of the available approaches for diabetes prediction. In addition, the statis-
tical T-test proves the statistical significance of the proposed approach over other
approaches.
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1 Introduction

Diabetes Mellitus (DM) also known as Diabetes, is one of the most common diseases in human beings
and has been ranked among the top 10 leading causes of death by the world health organization (WHO) [1].
Recent years have witnessed an alarming increase in DM; a 70% increase in DM disease and an 80% increase
in male deaths is observed since 2000. Reports for 2016 show that 1.6 million people died due to DM while
in 2019, DM was the direct cause of 1.5 million deaths [2–6]. Currently, approximately 422 million people
worldwide are diabetic and the number of DM patients is increasing rapidly in low-and middle-income
countries than in high-income countries. In DM patients, the blood glucose level increases in the body,
which is caused by defective insulin secretion or its impaired biological effects, or both. If untreated, it
can damage the eyes, heart, kidneys, stroke and lower limb amputation, nervous system, and blood vessel
and cause fatality in the end [2]. Among the leading causes of DM are high blood pressure, the rise of
blood glucose beyond average or blood sugar levels during fasting consistently above the normal range
(IFG), the high blood level of triglycerides. Similarly, lack of workouts in people aged 45 and above,
pregnant women in their 30 s, a body mass index higher than 24 kg/m2, and a family history of DM.
Early prediction of this deadly disease can be helpful to take timely precautions and treatment to reduce
the death ratio.

Contrary to the traditional diagnostic procedure, machine learning approaches have been utilized for DM
disease prediction. Machine learning approaches can help in making a preliminary judgment about DM by
utilizing the daily physical examination data of people and it can serve as a reference for doctors [7,8]. Due to
the increased prevalence of DM, several machine learning approaches have been presented for early
prediction of DM such as random forest (RF) [9], regression models [10], and various ensembles [11].
Besides, models’ architecture and optimization, feature engineering is an important element to optimize
the performance and increase classification accuracy. For this purpose, many feature selection approaches
have been utilized in the past. For example, principal component analysis (PCA) and linear discriminant
analysis (LDA) have been used for feature reduction and selection with different classifiers such as
support vector machine (SVM), decision tree (DT), etc. [12].

Owing to the importance of machine learning in health analytic and medical-related systems, this study
leverages machine learning techniques to predict DM with higher accuracy. For this purpose, this study
proposes a machine learning model, called logistic tree classifier (LTC) which is a combination of logistic
regression (LR) and extra tree classifier (ETC). LR, ETC are used to make the final prediction with soft
voting criteria. In brief, this study makes the following contributions

� A hybrid model is proposed which incorporates LR, ETC through soft voting criteria to make the final
prediction of DM. Additionally, a methodology is proposed to optimize the performance of machine
learning classifiers.

� For achieving higher accuracy, feature extraction and selection are investigated and feature fusion is
proposed which combines PCA and Chi-square (Chi-2). Best features from PCA and Chi-2 are joined
to make the feature vector for training the classifiers.

� The performance of well-known machine learning classifiers is optimized through hyperparameter
fine-tuning. Their efficacy is analyzed by experiments on a public dataset. These algorithms
include RF, ETC, gradient boosting machine (GBM), LR, support vector machine (SVM), DT,
Gaussian Naive Bayes (GNB), and Adaboost classifiers.

� Performance of the proposed LTC is compared with individual machine learning classifiers, as well
as, state-of-the-art approaches concerning the accuracy, precision, recall, and F1-score.

The rest of the paper is organized as follows. A literature review of the work related to the current study
is given in Section 2. Section 3 presents the proposed model, adopted methodology, dataset description, and
machine learning models used in this study. Results and discussions are given in Section 4. Finally, Section
5 concludes this study and provides future work.
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2 Related Work

Data mining combined with machine learning is a powerful tool for resolving a wide range of issues. It is
very challenging to analyze the medical data manually due to its volume and large feature vector. Machine
learning has proved its importance in several application areas and healthcare is no exception. It has provided
an accurate and precise system for medical applications while dealing with sensitive medical data [13–15].
Similarly, machine learning models have been used in identifying risks at the early stages of DM. Glucose,
insulin, body mass index (BMI), and blood pressure are considered risk factors for DM.

For diabetes diagnosis and classification, various machine learning techniques have been presented. For
example, [16] proposed an artificial immune system using an attributed weight scheme. The attributes’
importance in class discrimination decides the weights of the attributes, which are then used for the
Euclidean distance calculation. By using 10-fold cross-validation, an accuracy of 75.87% is achieved for
diabetes classification. The authors in [17] compared eight different methods for diabetes detection by
using artificial neural network (ANN) and artificial immune systems (AIS). Of the investigated eight
classifiers, DTDN achieved the highest accuracy of 76%. Similarly, [18] proposed a system using linear
discriminant analysis (LDA) and SVM to diagnose diabetes from Pima Indian diabetes dataset. LDA is
used to reduce feature variables while SVM classifies the data with higher accuracy. A feed-forward
neural network is also implemented for the classification. SVM performed better and achieved an
accuracy of 77.6.

The study [19] presents detailed research on machine learning techniques for diabetes detection. The
research analyzed two primary data processors including LDA and PCA. Several experiments are carried
out to find the best data preprocessor for each technique. For performance optimization, different
parameters are fined tuned. Among the five employed algorithms (SVM, DT, LR, NN, and NB), the
highest accuracy of 77.86% is obtained with 10-fold cross-validation. The authors present a machine
learning system in the study [20] to predict type 2 diabetes (T2D) in the following year (y + 1) using a
variable in the current year (y). The dataset is collected from a private medical institute Electronic Health
Records (EHR) from 2013 to 2018. Two feature elimination methods are used such as analysis of
variance (ANOVA) and chi-square. An accuracy of 81% is achieved using an ensemble classifier
comprising confusion-matrix-based integration (CIM), stacking classifier (ST), and soft voting (SV).

A model is proposed in the study [21] that can prognosticate the likelihood of DM in patients with higher
accuracy. Early detection of DM is made using three different machine learning algorithms including NB,
DT, and SVM. Experimental results show an accuracy of 76.30% using NB. Results are also verified
using receiver operating characteristics (ROC) curves. The study [22] found that most of the data related
to medical shows non-linearity, inherit correlation, and non-normality. The study asserts that machine
learning algorithms with Gaussian process-based classifier techniques are better solutions for medical
data. Using three kernels linear, radial, and polynomial with machine learning enhance the classification
accuracy to 81.97%.

The study [23] proposed a deep learning-based model RNN for the prediction of two types of diabetes.
Using an 80:20 train-test split, an accuracy of 78% and 81% is obtained for type 1 and type 2 diabetes,
respectively. Similarly, the study [24] investigates the early prediction of DM using machine learning
techniques. Four machine learning classifiers are investigated in particular. Using a dataset of
200 records, an accuracy of 73.5% is achieved with the C4.5 decision tree. The study [25] worked on
diabetic prediction using data oversampling and augmentation. They deploy the deep learning model
CNN to achieve significant results. They used sparse autoencoder for feature augmentation variational
autoencoder for data augmentation. The proposed approach achieved a significant 92.31% accuracy score.
The study [26] worked on a review for kidney and diabetes disease prediction using retinal detection.
They perform analysis on deep learning approaches for disease detection in their study. Despite the
above-discussed research works and the reported accuracy, these works lack in several ways. First, the
reported accuracy requires further research and development of models to enhance the performance of
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models for DM prediction which includes novel architectures, parameter fine-tuning, and ensemble models.
Secondly, several of the models discussed above use limited data and the results can not be generalized.
Thirdly, the feature selection part is not very well studied for DM prediction. Owing to these factors, this
study emphasizes the investigation of PCA and Chi-2 to enhance the performance of DM prediction. A
summary of the above-cited research works is presented in Table 1.

3 Materials and Methods

3.1 Proposed Approach

This study proposed an approach using machine learning classifiers for the prediction of DMwith higher
accuracy. The architecture of the proposed approach is shown in Fig. 1.

Table 1: A summary of existing studies on diabetes detection

Ref. Classifier Dataset Reported accuracy

[14] Logdisc, MLP+BP, KNN, IncNet, CART Pima India 75.87%

[15] PNN, LVQ, FFN, CFN, DTDN, TDN, Gini, AIS Pima India 76% DTDN

[18] LDA-SVM, Feed Forward neural network Pima India 77.6% SVM

[19] NN, SVM, DT, LR, NB Pima India 77.86% 10-fold

[20] LR, RF, SVM, XGBoost, CIM, ST, SV,
Ensebmle (CIM, ST, SV)

Private institute
HER 2013–2018

81% Ensemble

[21] DT, SV, NB Pima India 76.3% NB

[22] LDA, QDA, NB with Gaussian process classification Pima India 81.97% GP based ML

[23] Deep learning RNN Pima India 78% for type 1,
81% for type 2

[24] SVM, NB, KNN, C4.5 DT, MCC Medical center
Chittagong

73.5% C4.5 DT

Figure 1: Architecture of the proposed methodology
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For the proposed approach, feature selection is performed using a feature fusion technique. Two
individual feature selection techniques Chi-2 and PCA are used in feature fusion. After that, data are split
into 85% and 15% ratios for training and testing, respectively. For classification, an ensemble model is
used that combines LR, ETC classifiers using the soft voting criteria. In the end, the performance is
measured in terms of accuracy, precision, recall, and F1-score.

3.1.1 Proposed Models LTC
The proposed model is a fusion of two best performing classifiers LR and ETC on the diabetic disease

dataset. LR is a linear model while ETC is a tree-based ensemble model so the combination of these models
gives a strong hybrid model LTC. Fusion of models is done using the soft voting criteria in which the
probability of each class from an individual model process is used to calculate the average probability of
a class. The mathematical representation of LTC is shown in Fig. 2.

Algorithm 1 shows the working of the proposed model LTC. These models are combined under soft
voting criteria. LTC takes the features from the diabetes disease data for training and prediction by
finding the probability of each class using the steps given in Algorithm 1.

Algorithm 1 Algorithm for diabetes disease prediction.

Input: diabetes disease features Glucose, Blood Pressure,…, etc.

Output: Diagnosis or Non-diagnosis

1: Feature selection & fusion

2: DDF Diabetes disease features.

3: Chi2 selected features (F1) → Chi2(DDF)

4: PCA selected features (F2) → PCA(DDF)

5: Feature Set (FS) → {F1+F2}

6: Data Split

7: Training set, Test set → Data split {FS}

8: LTC working

9: TLR → LR training (training set)

10: TETC → ETC training (training set)

11: for i in Corpus do

12: DiagnosisPobLR → TLR(i)

Figure 2: LTC architecture diagram

(Continued)
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13: Not-diagnosisPobLR → TLR(i)

14: DiagnosisPobETC → TETC(i)

15: Not-diagnosisPobETC → TETC(i)

16: LTCpred → argmax((DiagnosisPobLR+DiagnosisPobETC)/2, (Not-diagnosisPobLR+Not-
diagnosisPobETC)/2)

17: end for

18: Diagnosis|Not-diagnosis → LTCpre

3.1.2 Feature Selection and Fusion
For identifying the appropriate features for the training of the machine learning model, feature selection

techniques are used to extract and fuse the selected features to make an efficient feature set [26]. Feature
selection is significant for the good fit of machine learning models because each feature has its
importance with respect to the target class. So an approach is developed that only includes the features
with a higher contribution for the final class prediction. As a result, several benefits can be obtained like
essay interpretation of learning models, lowering the model variations, and reducing the training time and
computational cost. The optimal future solution removes the complexity of the system and enhances the
reliability of classification accuracy and stability. Two feature selection methods, chi-2 and PCA are used
in this study for this purpose. Feature fusion can play a vital role to boost the performance of the
machine learning models because it helps to generate a more correlated feature set [27,28]. This study
also combined two feature sets into one to make the training feature set more correlated. We used two
techniques for feature extraction Chi2 and PCA; both are good feature extraction approaches. Each
technique gives the five best features but reduces the size of the feature set as compared to the original
which impacts the performance of models. They both reduce the feature size but provide more
appropriate feature set and combining the highly correlated feature sets make sense to obtain a better
prediction. Empirical findings of this study showed that combining two highly correlated feature sets
obtained using Chi2 and PCA is better than using either of them. Recent studies show that feature
combinations help to obtain higher classification accuracy [29,30].

Chi-square is a non-parametric statistical and analyzing method which selects the top n features [31].
Chi-2 is widely used for data analysis tasks [32]. Chi-2 is used to find whether a specific term and the
occurrence of a specific class are independent. Formally, for a given document D, the quantity for each
term can be estimated and ranked by its score. Chi-2 finds the score by using the equation

X 2ðD; t; cÞ ¼
X

et2f0;1g
X

ec2f0;1g
ðNetecÞ2
Eetec

(1)

PCA is a linear feature selection technique used to select the best features from the data given features
[33]. It is an unsupervised approach based on Eigenvectors analysis to find the critical original features for the
principal component. The principle component technically is a linear combination of optimal weighted
observed features. The output of the PCA features selection technique is principal components which are
the number of features less or equal to the original dataset. PCA feature selection can be useful in many
problems but in cases of excessive multicollinearity, it’s not preferred. Fig. 3 shows the architecture
diagram of the proposed feature fusion.

Algorithm 1 (Continued)
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The dataset has been taken from the UCI (University Of California, Irvine) repository. It contains
768 samples from 21 years old female patients of Pima Indian heritage. Out of 768 samples, 268 samples
belong to diabetic patients while the rest 500 are for non-diabetic patients. The dataset contains lots of
zero values for different features such as 27 patients having 0 BMI. Similarly, diastolic blood pressure is
0 in 35 patients, 374 patient has zero serum insulin level, and 227 patient has zero skinfold thickness. To
solve this problem, feature selection is carried out to select the features that contribute highly to
predicting the final class. The feature description is shown in Table 2.

3.2 Machine Learning Algorithms

Several machine learning classifiers are used to perform diabetic disease prediction. Models such as LR,
Adaboost, GNB, KNN, RF, ETC, and DT are first evaluated individually then the best performers are used to
make a hybrid model. These models are used with their best hyperparameters setting which is found through
fine-tuning. The list of used hyperparameters for each model is given in Table 3.

Figure 3: Architecture diagram for feature fusion using PCA and Chi-2

Table 2: Description of dataset’s attributes

Attribute Description Attribute type Mean ± SD

Pregnant Number of times pregnant Continuous 3.84 ± 3.36

Glucose Plasma glucose (2-h) Continuous 121.67 ± 30.46

Pressure Diastolic blood pressure (mm Hg) Continuous 72.38 ± 12.10

Triceps Triceps skin fold thickness (mm) Continuous 29.08 ± 8.89

Insulin Two hours serum-insulin (μ U/ml) Continuous 141.76 ± 89.10

Mass Body mass index (weight kg/height m2) Continuous 32.43 ± 6.88

Pedigree Diabetes pedigree function Continuous 0.47 ± 0.33

Age Age (years) Continuous 33.24 ± 11.76

Class Diabetic vs. control Categorical -
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3.2.1 Support Vector Classifier
SVC is a supervised machine learning model that is widely used for classification and regression [23].

SVC uses a hyperplane to classify the data. SVC tries to find the best hyperplane to separate different classes
by maximizing the distance between sample points and the hyperplane. For non-linear data classification
SVC uses kernel trick which maps the input features into high dimensional space.

3.2.2 Logistic Regression
LR is an adaptive regression technique that builds predictors as a Boolean combination of binary co-

variates [24]. LR is named for the function used at the core of the method, the logistic function. The
logistic function is also called the sigmoid function. It is an S-shaped curve that can take any real-valued
number and map it into a value between 0 and 1. LR is the best choice when the dependent variable is
categorical. The logistic function can be defined as.

1

ð1þ eð�valueÞÞ (2)

While logistic regression can be defined as

y ¼ eðb0þb1�xÞ

1þ eðb0þb1�xÞ (3)

3.2.3 Adaboost
Adaboost is a tree-based ensemble classifier that uses boosting algorithms to train weak learners and

transform them into strong learners. It is the best choice to use in conjunction with different algorithm
types to enhance the classifier performance. It shows sensitivity in handling noisy data and outliers. Also
known as an out-of-the-box classifier, it is less susceptible to the over-fitting problem than other machine
learning algorithms [31]. The significant difference between Adaboost and DT is that Adaboost tries to
resolve the weakness of the previous tree while the DT constructs an independent tree every time [32].
Each tree in the Adaboost depends on the outcome error rate of the previously built tree.

3.2.4 Gaussian Naive Bayes
GNB is a variant of Naive Bayes which is based on Bayes theorem [33]. It works on conditional

probabilities to predict the output of an occurrence [34]. For example, if the sample is fit into k categories
with k = {c1, c2,…,ck}, the resultant output is c. The GNB function is given below where c shows class

Table 3: Machine learning models parameters

Algorithm Hyperparameters

RF n_estimators=300, random_state=5, max_depth=8

ETC n_estimators=300, random_state=5, max_depth=8

GBM n_estimators=300, max_depth=8

LR C=1.0, max_iter=100, penalty=’I2’

SVM Kernel=’linear’, C=2.0, random_state=500

KNN Algorithm=’auto’, leaf_size=30, n_neighbors=3

DT Random_state=5, max_depth=8

Adaboost n_estimators=300, max_depth=8, learning_rate=0.2
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and d sample.

PðcjdÞ ¼ PðdjcÞPðcÞ
PðdÞ (4)

3.2.5 K Nearest Neighbor
The k-NN is a non-parametric algorithm that takes the nearest neighbor to the point of prediction [35].

For example, in a document with the x train set, the algorithm finds all the neighbors of x. Given that there
may be overlaps among neighbors, the algorithm is given a score to the K neighbors and only K neighbors
with the maximum scores are considered. KNN weighted cosine measure is shown as

cosðx; y; wÞ ¼
P

t2T ðxt � wtÞ � ðyt � wtÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
t2T ðxt � wtÞ2

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
t2Tðyt � wtÞ2

q (5)

where T is the set of words, and yt and xt are the term frequencies. The sum of d neighbors that belong the
class c can be calculated as,

Sc ¼
X

ni2Nd ;CðniÞ¼c
cosðd; ni; wÞ (6)

Then the total similarity sum of d is

T ¼
X

c2CSc (7)

where d is contribution defined in terms of Sc of classes c.

3.2.6 Random Forest
RF is a tree-based ensemble classifier that is based on the number of DTs. It generates multiple DT

models, where every DT independently learns and makes predictions. The predictions then collectively
vote for the final predicted result using majority voting criteria [36]. The ensemble classifier gives better
results by using multiple classifiers than an individual classifier. The predictions in RF are assigned based
on voting as follows

Dv ¼ argmaxi
X

j:j6¼j
Ifrij. rijg; rij þ rij ¼ 1 (8)

3.2.7 Extr Tree Classifier
ETC is a tree classifier constituted of randomized trees. It is an ensemble learning technique that makes

the final classification result by aggregating de-correlated trees in DTs forest [37]. Its working principle is
similar to RF but the difference lies in building a tree. Random samples of K best features are used for
the decision tree, and Gini-index is used to select the best feature for the split data in the tree [38].

3.2.8 Decision Tree
DT is the simplest machine learning algorithm that constructs association rates to find and predict the

target labels. DT selects the root node to build the tree and traverses it down to the leaf node to predict
the label [39]. There are two main techniques to find the root node in DT: Gini index and Information
Gain (IG) [40]. IG is the default criteria to select the top node in DT.

3.3 Performance Evaluation

This study used four evaluation matrices to evaluate the model performance. These evaluation
parameters are accuracy, precision, recall, and F1 score.
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Accuracy is the ratio of the number of correctly predicted samples to the total number of samples. The
accuracy score range is between 0 and 1 where 0 is the minimum score and 1 is the maximum score.

Accuracy ¼ TP þ TN

TP þ TN þ FP þ FN
(9)

where TP, TN, FP, and FN represent true positive, true negative, false positive, and false negative,
respectively.

Precision is the ratio of the number of positive samples correctly predicted to the number of samples
predicted as positive. The precision score range is between 0 and 1 where 0 is the minimum score and
1 is the maximum score.

Precsion ¼ TP

TP þ FP
(10)

Recall, also known as sensitivity, it is the ratio of the number of positive samples correctly predicted to
the number of actual positive samples. The recall score range is between 0 and 1 where 0 is the minimum
score and 1 is the maximum score.

Recall ¼ TP

TP þ FN
(11)

F1 score is the harmonic mean of precision and recall. It has values ranging from 0 to 1. F1 score
determines how precise and robust a classifier is by considering both precision and recall values. F1 score
ranges between 0 and 1 where 0 is the minimum score and 1 is the maximum score

F1 score ¼ 2� Precsion� Recall

Precsionþ Recall
(12)

4 Results

This section describes the results of the experiments for the DM prediction.

4.1 Performance of Machine Learning Classifiers Using Original Features

Initially, the experiments are performed using the original features from the dataset. Table 4 shows the
results using all features from the dataset.

Table 4: Experimental results using features from the original dataset

Model Accuracy Precision Recall F1-score

LTC 0.74 0.78 71 0.74

SVC 0.72 0.70 68 0.68

LR 0.72 0.70 68 0.67

AdaBoost 0.73 0.73 68 0.69

GNB 0.66 0.64 63 0.63

k-NN 0.67 0.64 64 0.64

RF 0.73 0.72 69 0.70

ETC 0.72 0.72 0.68 0.68

DT 0.72 0.70 0.68 0.68
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Results indicate that the proposed ensemble model LTC performs better than individual machine learn-
ing classifiers with accuracy and F1-score of 0.74 each. Overall the performance of all machine learning
classifiers is close to LTC, however, the difference between the accuracy and F1-score is higher than
LTC. GNB and k-NN obtain the lowest accuracy scores of 0.66 and 0.67, respectively for the task at
hand. Fig. 4 shows the comparison of accuracy, precision, recall, and F1 score for all classifiers used for
experiments. It indicates that the performance of the proposed LTC is superior to all the classifiers used in
this study in terms of accuracy, precision, recall, and F1-score.

4.2 Results Using PCA and Chi-2 Features

For analyzing the performance of PCA and Chi-2 selected features, initially the machine learning
classifiers and the proposed model is trained and tested on features taken individually from PCA and Chi-
2. Table 5 shows the results when classifiers are trained and tested on PCA features. Results indicate that
the performance of machine learning classifiers has been degraded with PCA features. SVC achieves the
best performance with a 0.73 accuracy score with a 0.10 increase as compared to features from the
original dataset. Similarly, the performance of GNB has been increased. However, LTC, LR, AdaBoost,
RF, ETC, and DT experience a substantial decrease in the performance with PCA features while k-NN
has no change. Results are in conformity with other research work where PCA features show poor
performance compared to original features [34]. PCA tends to show superior performance with a large
number of features and instances.

Figure 4: Machine learning models’ results comparison on original dataset features

Table 5: Machine learning model results with PCA

Model Accuracy Precision Recall F1-score

LTC 0.71 0.75 0.66 0.65

SVC 0.73 0.74 0.70 0.71

LR 0.68 0.67 0.65 0.65

AdaBoost 0.70 0.70 0.65 0.65

GNB 0.71 0.71 0.68 0.68

k-NN 0.67 0.63 0.63 0.63

RF 0.72 0.72 0.68 0.68

ETC 0.68 0.72 0.63 0.61

DT 0.67 0.66 0.64 0.64
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Table 6 shows the classification results when classifiers are trained and tested on Chi-2 features. Results
suggest that the performance of the machine learning classifiers has been elevated when Chi-2 features are
used. LTC and RF achieve the joint highest accuracy of 0.81 which is a 9% increase from the original features
and a 14% increase compared to PCA features. Similarly, SVC, LR, AdaBoost, RF, ETC show better
performance with Chi-2 features with the exception of DT whose accuracy is reduced from 0.72 to 0.67.
There is no change in the performance of k-NN. Research [28] reports similar results where Chi-
2 features show better performance than PCA features.

4.3 Results Using Feature Fusion

As previously discussed that all features are not equally important and various features can be dropped
based on their minor contribution to predict the target class. The dataset contains eight features and all
features are not important for a good fit of machine learning models. For reference, the importance of
dataset features is shown in Fig. 5. So the extraction of the most important features for training can
increase the performance of machine learning models. For that, important features are extracted using
Chi-2 and PCA and fused to make one feature vector.

Table 6: Machine learning models results with Chi2

Model Accuracy Precision Recall F1-score

LTC 0.81 0.80 0.76 0.77

SVC 0.79 0.77 0.76 0.76

LR 0.79 0.77 0.77 0.77

AdaBoost 0.79 0.77 0.78 0.77

GNB 0.72 0.69 0.70 0.69

k-NN 0.67 0.63 0.63 0.63

RF 0.81 0.78 0.80 0.79

ETC 0.77 0.74 0.74 0.74

DT 0.67 0.64 0.65 0.64

Figure 5: Features importance of used dataset
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The fused feature vector is used for training and testing of the selected machine learning classifiers, as
well as, the proposed LTC model. Experimental results are provided in Table 7 which indicates a substantial
increase in the performance of the machine learning classifiers. For example, the accuracy of GNB and k-NN,
two poorer performers on the original features, has been elevated to 83% and 72% from 66% and 67%,
respectively. However, the proposed LTC outperforms all the classifiers with 85%, 86%, 79%, and 81%
for accuracy, precision, recall, and F1-score, respectively. LR is the second-best performer with an
accuracy of 83% when used with the feature fusion technique. A comparison of machine learning models
for feature fusion is presented in Fig. 6.

The performance of classifiers is increased by two factors in essence. First, selecting the most important
features that highly contribute to the prediction of the target class helps to achieve higher accuracy. Second,
joining important features selected using PCA and Chi-2 increases the importance and size of the feature
vector to make a good fit for the classifiers and boosts their performance. The results show the
importance of feature selection and feature fusion to enhance the performance of machine learning
classifiers. A comparison of all approaches is presented in Table 8.

Table 7: Machine learning models results with feature fusion

Model Accuracy Precision Recall F1-score

LTC 0.85 0.86 0.79 0.81

SVC 0.81 0.79 0.76 0.77

LR 0.83 0.81 0.78 0.79

AdaBoost 0.82 0.80 0.76 0.78

GNB 0.83 0.81 0.78 0.79

k-NN 0.72 0.67 0.67 0.67

RF 0.76 0.72 0.70 0.70

ETC 0.81 0.80 0.73 0.75

DT 0.70 0.65 0.66 0.66

Figure 6: Machine learning models results comparison on feature fusion technique
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4.4 K-Fold Cross-Validation and Statistical T-Test

We performed 10-fold cross-validation with all approaches to show the significance of the proposed
approach in terms of accuracy and efficiency. The LTC shows the highest results using the original
features, PCA features, and feature fusion with significant accuracy scores. The results with 10-fold
cross-validation are shown in Table 9.

Further, we deployed a T-test on LTC results with each approach to show the significance of the
proposed approach [41,42]. Results show that the T-test rejects the null hypothesis in all cases with t stats
value 2.909 and critical value 0. So critical value is not greater than t-stats so it rejects the null hypothesis
and accepts the alternative hypothesis which means that LTC results are statistically significant as
compared to other models in the study.

Table 8: Comparison of all models for all feature types

Model F1 score Accuracy

Feature fusion Chi-2 PCA Original Feature fusion Chi-2 PCA Original

LTC 0.81 0.77 0.65 0.74 0.85 0.81 0.71 0.74

SVC 0.77 0.76 0.71 0.68 0.81 0.79 0.73 0.72

LR 0.79 0.77 0.65 0.67 0.83 0.79 0.68 0.72

AdaBoost 0.78 0.77 0.65 0.69 0.82 0.79 0.70 0.73

GNB 0.79 0.69 0.68 0.63 0.83 0.72 0.71 0.66

k-NN 0.67 0.63 0.63 0.64 0.72 0.67 0.67 0.67

RF 0.70 0.79 0.68 0.70 0.76 0.81 0.72 0.73

ETC 0.75 0.74 0.61 0.68 0.81 0.77 0.68 0.72

DT 0.66 0.64 0.64 0.68 0.70 0.67 0.67 0.72

Table 9: K-fold cross-validation results with all features approaches

Model Original Chi-2 PCA Feature fusion

LTC 0.77 +/−0.03 0.74 +/−0.04 0.76 +/−0.03 0.77 +/−0.04

SVC 0.76 +/−0.04 0.76 +/−0.04 0.75 +/−0.04 0.76 +/−0.03

LR 0.76 +/−0.04 0.76 +/−0.05 0.75 +/−0.03 0.76 +/−0.04

AdaBoost 0.65 +/−0.14 0.65 +/−0.15 0.65 +/−0.15 0.66 +/−0.15

GNB 0.75 +/−0.03 0.74 +/−0.03 0.74 +/−0.04 0.75 +/−0.03

k-NN 0.60 +/−0.09 0.59 +/−0.08 0.60 +/−0.09 0.59 +/−0.09

RF 0.76 +/−0.05 0.73 +/−0.05 0.74 +/−0.06 0.74 +/−0.06

ETC 0.75 +/−0.05 0.75 +/−0.03 0.75 +/−0.03 0.76 +/−0.05

DT 0.71 +/−0.07 0.68 +/−0.08 0.70 +/−0.05 0.69 +/−0.08
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4.5 Results on Diabetic Disease Dataset

We deployed the proposed approach on another publicly available diabetes disease dataset [43]. The
dataset consists of 1000 records and three target classes (Diabetic, Non-Diabetic, and Predicted-Diabetic).
Performance of learning models is significant with proposed feature fusion technique as LTC achieved
1.00 accuracy and RF also achieved a significant accuracy score of 1.00, as given in Table 10.

4.6 Comparison with State-of-the-art Approaches

For further corroboration and showing the efficacy of the proposed LTC and feature fusion approach, the
performance of LTC is compared with several state-of-the-art approaches that utilize the dataset which is
used in the current study. Performance comparison is given in Table 11. Results suggest that the proposed
LTC outperforms state-of-the-art approaches and achieve an accuracy of 85% with the previous best of
81% for DM prediction.

Table 10: Proposed approach results on another dataset

Model Original Chi-2 PCA Feature fusion

LTC 0.99 0.99 0.95 1.00

SVC 0.99 0.99 0.98 0.99

LR 0.98 0.97 0.97 0.99

AdaBoost 0.95 0.97 0.92 0.99

GNB 0.95 0.97 0.94 0.98

k-NN 0.99 0.99 0.97 0.95

RF 0.99 0.99 0.97 0.100

ETC 0.99 0.99 0.97 0.99

DT 0.99 0.97 0.96 0.99

Table 11: Performance with the state-of-the-art approaches

Ref. Classifier Dataset Reported
accuracy

[16] Logdisc, MLP+BP, KNN, IncNet, CART Pima India 75.87%

[17] PNN, LVQ, FFN, CFN, DTDN, TDN, Gini, AIS Pima India 76% DTDN

[18] LDA-SVM, Feed Forward neural network Pima India 77.6% SVM

[19] NN, SVM, DT, LR, NB Pima India 77.86% 10-fold

[20] LR, RF, SVM, XGBoost, CIM, ST, SV, Ensebmle
(CIM, ST, SV)

Private institute
HER 2013–2018

81% Ensemble

[21] DT, SV, NB Pima India 76.3% NB

[22] LDA, QDA, NB with Gaussian process
classification

Pima India 81.97% GP based
ML

[23] Deep learning RNN Pima India 78% for type 1,
81% for type 2

[24] SVM, NB, KNN, C4.5 DT, MCC Medical center
Chittagong

73.5% C4.5 DT

Proposed LTC (ensemble)+feature fusion Pima India 85%
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4.7 Computational Complexity of Different Approaches

The computational cost of each approach is determined to evaluate the cost in terms of execution time.
Table 12. Results show that the change in the execution time is not substantial when the models are used with
the combined features which makes it suitable to be used to obtain better performance.

4.8 Findings of this Study

This study has the following findings

1. The proposed approach is more accurate and efficient for diabetic disease detection in comparison to
previous approaches.

2. Through several experiments, it is found that ensemble models can be used to enhance the
performance of diabetes detection. The proposed ensemble model is a combination of two models
LR and ETC. The combination of the linear model and tree-based model tend to show better
results than either of them used alone.

3. We also analyzed that similar to ensemble learning, ensemble features can also improve the accuracy
of learning models as in this study feature fusion technique combines PCA and Chi2 to make the
training feature set more correlated which improves the prediction performance of machine
learning models.

4. Using a small but highly correlated feature set can help to obtain better results.

5 Conclusion

Owing to the increase in the number of diabetes mellitus patients, automatic DM detection has become
an area of potential interest from academia and the health industry. This study presents an automatic approach
in this regard aiming at utilizing the selective features from patients’ data. The proposed classification model
is a soft voting ensemble classifier comprising LR, ETC. Due to the importance of feature selection, two
methods are explored including PCA and Chi-2 thereby proposing a novel feature fusion strategy that
combines selective features from PCA and Chi-2. Experimental results from original, as well as, PCA
and Chi-2 individual features and feature fusion are presented which indicate Chi-2 feature performs
better than both original and PCA features. However, the performance is substantially improved with the
proposed feature fusion approach. The proposed ensemble model can predict with a 0.85 accuracy score

Table 12: Computational complexity of different feature types

Model Original features Chi-2 PCA Feature fusion

LTC 0.14 0.16 0.12 0.12

SVC 23.68 21.60 23.35 29.65

LR 0.01 0.01 0.01 0.01

AdaBoost 0.23 0.23 0.25 0.25

GNB 0.02 0.03 0.01 0.01

k-NN 0.04 0.01 0.01 0.015

RF 0.23 0.23 0.25 0.25

ETC 0.18 0.13 0.16 0.15

DT 0.01 0.01 0.01 0.01
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which is better than the current approaches for DM prediction. In the future, we intend to utilize deep learning
models for DM prediction on a comparatively large dataset. Similarly, since PCA tend to show better
performance with a large number of features and instance, experiments with large dataset are under
consideration as well. The limitation of this study is the use of small datasets. Although two different
datasets are used for experiments, both are relatively small. In addition, the number of samples for
different classes is imbalanced. This small size dataset is not enough for learning models and an
imbalanced dataset problem can cause the model to overfit. We intend to utilize feature augmentation and
data resampling to improve the performance of learning models.
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