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Abstract: Mammography is considered a significant image for accurate breast
cancer detection. Content-based image retrieval (CBIR) contributes to classifying
the query mammography image and retrieves similar mammographic images from
the database. This CBIR system helps a physician to give better treatment. Local
features must be described with the input images to retrieve similar images. Exist-
ing methods are inefficient and inaccurate by failing in local features analysis.
Hence, efficient digital mammography image retrieval needs to be implemented.
This paper proposed reliable recovery of the mammographic image from the data-
base, which requires the removal of noise using Kalman filter and scale-invariant
feature transform (SIFT) for feature extraction with Crow Search Optimization-
based the deep belief network (CSO-DBN). This proposed technique decreases
the complexity, cost, energy, and time consumption. Training the proposed model
using a deep belief network and validation is performed. Finally, the testing pro-
cess gives better performance compared to existing techniques. The accuracy rate
of the proposed work CSO-DBN is 0.9344, whereas the support vector machine
(SVM) (0.5434), naive Bayes (NB) (0.7014), Butterfly Optimization Algorithm
(BOA) (0.8156), and Cat Swarm Optimization (CSO) (0.8852).

Keywords: SIFT; Kalman filter; crow search optimization; deep neural network;
noise removal

1 Introduction

In the medical image processing field, many medical images are taken from medical firms. The data was
accessed successfully to manage and access these medical images based on some parameters [1]. The
retrieval of images from the large medical data set is done based on the feature information and its
similarities [2]. The content-based image retrieving model extracts more features of mammographic
images from the different datasets. This system is liable in various fields such as commercial
advertisement, military application, medical image processing, and scientific patent management system
[3]. Retrieval or classification of images from many databases is a difficult task in the current image
classification model. This efficient and effective method of analysis, classifying, describing, identifying,
and similarity measures in the database [4—6] are gaussian functions.
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The essential component of the content-based image retrieval (CBIR) system is extracting image
features and representing them in feature vector format. In the CBIR system, image retrieval is based on
the query image, and the featured vector is calculated for the image-based query. This query image vector
is evaluated with the feature vector values saved in the database. Then the system gets the similarity of
the image from the database based on minimum distance or highly matching feature vector values in the
database. Therefore, feature extraction of the image plays a vital role in retrieving the image [7—10]. The
CBIR system needs the minimum cost of time and minimum storage requirements to get more accurate.
It should be performing the operations like rotation, scaling, illumination, and transformation of the
image [11].

Many research works have been done, and applying these techniques will be inaccurate for detecting the
similarity of images from the large data set. Therefore, to improve the detection of the similarity of images
and reduce the average computing time, this paper proposed an optimized classification of crow search
optimization algorithms with a deep belief network (CSO-DBN). In this proposed work, features are
extracted using SIFT and proper and efficient implementation of dimensionality reduction of features
using the crow search optimization algorithm is used. The contribution of this work is as follows:

e Implementing retrieval of similar images based on the optimized concept of the crow search
optimization algorithm.

e To improve accuracy, pre-processing of this work implements the Kalman filter and by using SIFT
algorithm for extracting features of the image.

e For retrieving the similarity image or actual image using Euclidean distance metric measures.

The article’s organization is given as follows: the Section 2 reviews traditional works, the Section 3
provides the proposed model for image retrieval, the Section 4 discusses the experimental outcome, and
the last Section finally concludes the work with future ideology.

2 Literature Survey

Recently the development of technology and the increase in usage of multimedia, smartphones, and
digital cameras gathering, the graphical format of data from various areas or databases are stored
securely. This similar retrieval of images helps physicians diagnose disease within the minimum time
requirement [12—14]. The basic need for the recovery of images from the data set is searching for query
images based on the concept of similarity of semantic features. In the internet world, many search
engines have retrieved the images based on textual elements of the image [15—17]. The user submits the
query image through some keyword or text entered for searching the similarity of the appearance. This
text or keywords perform the matching process in the database and retrieve the relevant information. It
does not retrieve irrelevant information [18-21].

This paper proposed [22] retrieval of images using labels and annotations, which does not satisfy the
user’s query of the textual information. Therefore, it is challenging, and researchers should focus on it
and retrieve the similarity of images based on the content image retrieval based on the content of mid-
level descriptors. This automatic generation of descriptors of lower-level image features is determined in
the clinical-based embodiments developed [23]. This methodology implements three steps of a process
lower-level feature extraction, med-level feature extraction, and med-level feature vectors, which are used
in the online-based retrieval of images. Here, the query image is also applied in the concept of mid-level
descriptors [24].

This paper [25] presented a technique for retrieving the image by applying the deeper pre-trained
Convolutional neural network (CNN) model. This CNN model extracts the class-specific descriptors and
patient-specific descriptors for determining the tumor. This process was done by implementing the model
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and training it with a binary breast classifier [26]. This paper proposed two-feature extraction of the
descriptors of the mammographic image. This type of descriptor is used texture features and classifies the
image [27] as benign—malignant, usual, and abnormal classifications. Table 1 shows the survey on CBIR
in the mammographic image.

Table 1: Survey on techniques

Author Database used Feature Feature selection  Classifier
extraction

Dutta et al. The cancer genome atlas —— — Cox regression analysis
[28] (TCGA) and Gene

Expression (GEO)

databases
Chowdhary Mammography image Region of DT(decision
etal. [29]  analysis (MIAS) interest (ROI) tree), FCM and Fuzzy

SVM, RSDA (rough set
data analysis),

Prakash MIAS GLCM, Principal Fuzzy C-Means
Singh et al. Harlick component analysis
[30] texture (PCA)
Hinton et al. BI-RADS PCA DT (decision
[31] tree)
Lakshmitha MIAS Extreme e Deep belief network
et al. [32] learning

machine

(ELM)
Arora et al. MIAS Grey level co- minimum R
[33] matrix redundancy

analysis maximum

(GLCM) relevance (mRMR)

3 Proposed CSO-DBN Methodology

This proposed work CSO-DBN contains two phases, namely online and offline. The framework of the
proposed work is given in Fig. 1. In the offline phase, preprocessing work removes noise and pectoral
muscles. The online image with the offline database image is virtually connected to preprocessing step.
The Kalman filter is used for preprocessing the data. Further, SIFT extracts essential features and
optimizes the proposed ideology.

3.1 Pre-Processing

For diagnosing, mammographic images are challenging to identify. Therefore, pre-processing is needed.
In this work, pre-processing work removes noise and pectoral muscles. At the posterior upper margin, thick
muscles are present. This muscle is fan-shaped and appears like triangular opacity. The estimation of density
in mammography is less. This helps to process specified regions by applying the detection technique. Fig. 2.
show that pre-processing.
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Figure 2: Pre-processing

3.1.1 Noise Removal

The primary purpose of applying the Kalman filter is to identify the inaccurate rates and noise in the
mammographic image. This filter is based on the concept of mathematical approach, which is then
neighbor data as a linear system with Gaussian errors to update continuously. This filter updates the value
of the best current value of the neighbor. The pixel value of the mammographic image is spatially
dependent on the value of the neighbor pixel of the image, and it is represented, and its mathematical
model is:

mimg(a,b) = Z Zm(pg)x(a —p)+ (b—q)+u(a,b) (D)

(p.g)eN

where denotes the neighboring pixel range value of the mammographic image, which is used to evaluate the
linear sum. Indicates the coordinate value of the image, which represents the noise, and the importance of
noise in the image is zero mean when the absolute pixel value of the image is selected. Removal of
noises in the mammographic image by adding additive noise and blurred noise. Then the original image
is represented by:



IASC, 2023, vol.36, no.3 2977

mimg(l) = Bmimg(k — 1) + u(k) )
Here, mimg(l) = [mimgo(l), immg\ (1), ..., mimg,(I)]"

3.1.2 Removal of Artifact

To effectively retrieve mammographic images from the large dataset, removing the artifact is necessary.
Since artifacts affect numerous mammographic images, such as; labels, scratches, tags, scanning, and opaque
marker artifact, in this work removal of label artifact procedure is given below:

Algorithm 1:

Step 1: Using threshold value, convert gray level mammogram images into binary. This binary object
contains the artifact information of radio-opaque long with the breast profile region.

Step 2: Using an 8-connected region in the binary objects of the mammogram image, create a label matrix L.
Step 3: Evaluate the exact number of pixels for all binary objects using label matrix L.
Step 4: For each mammographic image, identify the maximum connected pixels of the binary object.

Step 5: Similarly, for each mammographic image, identify the minimum connected pixels of the binary
object and remove them.

Step 6: Now, we get a mask for every image. For smoothening, the cover removes all isolated pixel values.
That is, pixel value one is surrounded by 0 and fills the hole if it exists.

Step 7: Multiply the pixel value of the mask with the binary image, which removes all labels and other
artifacts of the picture.

3.1.3 Removal of the Pectoral Muscle

The pectoral muscle of a mammogram image is a very thick and fan-like shape that presents as triangular
opacity. It reduces the bias of mammographic estimate density and detects the lesion in the image. The
procedure for removing pectoral muscle is given below:

Algorithm 2:

Step 1: Using the adaptive K-means clustering technique, identify the various region in the mammogram
input image.

Step 2: Identify the non-zero-pixel occurrence value of the image in the middle of rows in the pectoral region
value as the point of seed. It will be extracting the pectoral muscle.

Step 3: This pectoral region-based row value seed point applies the region-growing method along with less
threshold value. The output of the growing algorithm at the region produces the segmented part of the
pectoral muscle.

Step 4: Choose the complement of the segmented pectoral region.

Step 5: multiplying Pixel-wise the complement of the segment pectoral part with the input image will then
extract the muscle region with the segmented pectoral.

3.2 Feature Extraction

The feature extraction purpose is to decrease the time of retrieval in the image dataset. This increases the
result outcome and accuracy. Feature extraction derives attribute subset from the original attribute. This paper
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extracts feature shapes using SIFT. Scale-invariant features transform (SIFT) is a technique for detecting and
describing the image’s local features. This SIFT is based on scaling, illumination, and rotation.

Step 1: To detect the location and scale of the input mammographic image from various views of the
same input image. This can be implemented by using the function of scale-space efficiently. This scale
space is based on the concept of Gaussian function. Now the scale space of the ime is defined by:

LS(x,y,0) = Ga(x,y,0) * I(x,y) ©)

where, Ga(x,y, o) is the Gaussian function for scale of the image, /(x,y) is the input image and * is a
convolution operator. To detect the location of stable key point in the scale-space is done by evaluating
the difference between two images with the m times scale value. Then the Gaussian difference
DG(x,y,0) is defined as:

DG(X,y, O-) :LS(xayva) _LS(xvya G) (4)

For detecting the local minima and maxima of DG(x,y, ), in which each point is compared with
8 neighbors in the same scale value and 9 x 2 neighboring pixels in scale value of before and after.

Step 2: For the key point localization of the input image the magnitude and direction of neighborhood
pixels. It removes the low contrast extreme value. To identify the orientation of the image in the region of the
key point. This cancels the orientation and makes it rotation invariant.

Step 3: Generate feature vector value. For 128 key points generate the SIFT vector and it is clear from
the geometric transformation of the image like rotation and changes in scale values.

3.3 Optimal Feature Selection Using Crow Search Optimization

Crows are intelligent birds that can recognize the faces and where they store food. A flock of crows has
similarities in their behavior pattern. In acquiring the food, it follows one another. In implementing the
optimized algorithm, crow search for food is considered search space (environment) for the best feasible
solution (i.e., environment’s position). The best food source is regarded as a global solution. The quality
of the food source represents the fitness function of the program. This crow search optimization algorithm
is determined by two main factors: diversion and intensification. The parametric control is Balancing
these two factors is Awareness Probability (AP). In implementing the search space, the unexplored area
must be visited using diversification. Similarly, searching for the best region using intensification is done
to find the best solution.

For considering the dataset, a crow encoding process is needed. For that, the value of each particle is
encoded into a sequence string of sets of fundamental importance. For ‘m’ data points, forming a C
cluster by combining cluster centers as the string is denoted as every single crow. If data dimensions d,
then the length of each is capped words. Randomly generate the initial population, representing the vector
for various cluster centers. It can be depicted in Fig. 3.

0.25 2.7 15 1.8 19 83
Cluster Center 1 Cluster Center 2 Cluster Center 3
(x1,y1) (x2,y2) (x3,y3)

Figure 3: Encoding the value of crow
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Fig. 3 is a representation of the encoding value of crow from the initial population. Let be the size of the
people and represent that crow’s position at the iteration. One of the best characteristics of the crow is
memorizing the hiding places and best position crow. The pseudo-code for crow search optimization is
described below:

Algorithm 3:

Step 1: Initialize the size of flock is §. Maximum number of iterations maxiterr.

Step 2: Randomly initialize the position of all crow from its population and also initialize the memory which
is same as position of crows.

Step 3: Estimate the fitness function using

fitness =" N " NbiUE||4; — Viil| + Y et ™ )
i=1

=1 j=1

Step 4: While iterr < maxiterr

Step S: Fori=1:S

Step 6: Create a new position of crow by selecting crow i and its follower crow j.

Step 7: If crow i does not have the awareness of its follower crow j.
Step 8: xj,iterr + 1 — xj,iterr + rndijlloj’iterr.(Wli’iterr _ xi,iterr) (6)

Step 9: Else randomly choose the position of the crow follower.

Step 10: End For

Step 11: Check the feasibility of new position for crow.

Step 12: Do steps 3 to 9 for estimating the fitness function of new position.
Step 13: if fitness function of new position > fitness of memorized position
Step 14: Updating the memory by using m/+7+!

Step 15: End While

The above pseudocode of crow search optimization described calculating the fitness function of crow.
Select the crow and crow. Evaluate the fitness function of crow and crow, and it is compared with the
probability of awareness (AP), and if it is the high new position of crow is generated by using:

posm”"’Jrl = pos’"Ci’[ + rnd;. follmd” .(memmcj” — posmCi‘t) , if rnd; > AP @)

If the probability of awareness (AP) is low, then to make fool the follower crow i choose the random
position and aware of its follower. New position of crow is checked and updated by its position.

3.4 Classification Using Deep Belief Network (DBN)

DBN is the undirected connection between layers, and it is also called Restricted Boltzmann Machines
(RBM). RBM has various layers, including DBN and trained the network based on the unsupervised training
process. In this proposed work, the structure of DBN contains one visible layer and multiple hidden layers.
The visible nodes are, and the hidden layer nodes are in the visible layer. The features of the visual and
hidden layer are and. The bias of visible nodes is, and the preferences of a remote node are. In the RBM,
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the connection between the visible layer and hidden layers is restricted. To transmit the input data to the
hidden layer, the RBM layer communicates with previous and subsequent layers [34].To transform input
data from visible to hidden layers, use a sigmoid function with the RBM learning rule. The framework of
DBN with RBM is shown in Fig. 4.

Q >
@

VISIBLE LAYER HIDDEN LAYER 1 HIDDEN LAYER 2 HIDDEN LAYER 3

Figure 4: Framework of DBN with RBM

RBM 2 RBM 3

@

00
o00
|
o00

In the Fig. 4, DBN with stacked RBM, in the visible layer then the training process of classifier DBN is
based on the RBM associated with learning rule. In the training process which includes parameters of weight
between layers, neuron states along with bias value. Similarly weight of previous layer with next layer helps
the transmission of layer. Applying the sigmoid function is given as:

1
P(sigi=1) = 8
(Slg ) 1+ exp(—bii — Zj Singtij) )

Initialized, the bias and synaptic weight value for all neurons in the RBM is given. Training the input
neurons in the visible layer consists of positive and negative phases. In the positive step, it transforms the
data from the visible layer to the hidden layer and, for the negative phase, converts the data from the
hidden layer to the visual layer. The activation function for individual positive and negative steps is
evaluated using Egs. (9) and (10).

P(vii = 1|hi) = sigm(—vbis = 3 _ hijwi) ©)
7

P(hi; = 1|vi) = sigm(—hb; — > _ hiwiy) (10)
J

Comparing the DBN model this proposed work optimized the weights of parametric values until it
reaches the maximum number of epochs. In the training process all parametric values are optimized by
using Eq. (11).

update(wt;; + g x (positive(Edy) — negative(Edy)) (11)

where,
positive(Edj;)-Positive statistics of edge Edj; = p(hi; = 1|vi)
negative(Edj)-Positive statistics of edge Ed;; = p(vi; = 1|hi)
n-learning rate

The process mentioned above is used for the training of one RBM. Repeat the same process until all
RBMs are get trained. The feature classification of the mammographic image using the crow search
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optimization with a deep belief network produces the efficiency in detecting mammographic images from the
large data set.

The proposed work of the CSO-DBN procedure is given below:

Step 1: By using Section 3.1 pre-processing is done.

Step 2: To retrieve a mammographic image from the large data set features are extracted from the Section 3.2.
Step 3: Initialize the position of crows.

Step 4: Calculate the fitness value of each crow by using Eq. (5).

Step 5: Randomly choose the crow j

Step 6: Compare the value for randomly chosen crow with AP

Step 7: If the value of AP is high then select the new position for crow.

Step 8: Else choose the position of crow randomly.

Step 9: Evaluate the fitness value for new crow by using Eq. (5).

Step 10: update the position of crow.

Step 11: Terminate the CSO criteria

Step 12: Get the classification of CSO and train in it DBN architecture for getting fine-tuned classification.
Step 13: Initialize the feature vector values into visible layer

Step 14: Adjust the weight value and bias value into the hidden layer

Step 15: Using Eq. (8) apply sigmoid function between visible layer to hidden layers.

Step 16: Update the value using Eq. (11)

Step 17: Repeat the steps 13 to step 16

Step 18: Classification of mammographic image

The preprocessing step filters the noise from the input image and pectoral image. These techniques
improve feature extraction and feature classification more accurately. Optimization-based extraction is
used to select the relevant and optimal features, leading to improved accuracy. As a whole, the proposed
deep belief network in retrieving the mammographic image is an efficient way. Some real-time prediction
strategy is discussed in the article.

3.5 Calculating Similarity Measure
For the query mammographic image retrieval from the large dataset, Euclidean distance metric measures
are used. The formula foe Euclidean distance metric measure is:

n

Ed = Z (.Xl' - yi)z (12)

i=1

where, x; is the training image in the large data set and y; is the query image. The value of minimum distance
value signifies an query exactly for matching image in the large data set.
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4 Result and Discussion
4.1 Data Set Description

The extraction and classification techniques are performed in MATLAB R2018a. The data collection for
this proposed work is a publicly available dataset: Mammographic Image Analysis Society (MIAS)/Mini-
MIAS and Digital Database for Screening Mammography (DDSM)/CBIS-DDSM. The MIAS database is
digitized at 50 micron-pixel edge but reduced to a 200-micron pixel edge and clipped each image with
pixels. The CBIS-DDSM dataset is provided in 16-bit DICOM format with a resolution of 3131 X
5295 pixels. Fig. 5 shows that sample data image from the MIAS and mini MIAS dataset.

K (a) (b) (©) /

Figure 5: Sample data image from MIAS and mini MIAS data set

Figs. 5a and 5b shows data from the MIAS data set and Fig. 5¢ shows data from the mini MIAS data set.
Fig. 6 shows the sample data image from the CBIS-DDSM dataset.

In Fig. 6 shows that data from CBIS-DDSM data set.

\ (@) (b) | © j

Figure 6: Sample data image from CBIS-DDSMdata set

4.2 Performance of Parametric Measures

These parametric metric measures are computed and assessed to retrieve the similarity of the image from
the extensive data set in the effectiveness of this proposed work CSO-DBN. This proposed work is compared
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with existing algorithms of SVM, Naive Bayesian classifier (NB), butterfly optimization algorithm (BOA),
and Crow Search optimization algorithm (CSO).

TP
Sensitivity = ————— (13)
TP + FN
N
Specificity — 14
pecificity = o rp (14)
TP + TN
Accuracy = * (15)
TP+ TN + FP + FN

Sensitivity is a statistical performance metric measure and it is also called as TP rate. It is the proportion
of similar mammographic image is recognized in the data set. Specificity is also termed TN rate. It recognized
the dissimilar mammographic image. Accuracy precise the mammographic images are categorized
accurately.

Precision

It is called positive predictive value (PPV). It evaluates true positive for all positive values by using

P
Precision = ——— (16)
TP + FP
Recall
It evaluates true negatives for all negative values by using
P
Recall = —— (17)
TP + FN

In calculating the F-Score by combining the recall and precision to its value. The maximum value of
F-Score is 1 and minimum score is 0. In the MCC is the correlation coefficient value between —1 & +1.
Table 2 shows that parametric measures of sensitivity and specificity.

Table 2: Performance of metric measures in sensitivity and specificity

Algorithm Sensitivity Specificity
SVM 81.40% 77.20%
NB 84.20% 89.50%
BOA 88.81% 90.21%
CSO 91.68% 90.54%
CSO-DBN (Proposed) 96.80% 91.70%

From the Table 2 for the sensitivity rate CSO-DBN algorithm is better than SVM (81.4%) and NB
(84.2%), BOA (88.81%), CSO (91.68%) and similarly, CSO-DBNoutperforms other algorithms with
specificity of 96.8%. Fig. 7 shows that accuracy rate of various techniques used.

From the Fig. 7. Proposed work CSO-DBN has an accuracy of 0.9344 whereas SVM (0.5434), NB

(0.7014), BOA (0.8156), and CSO (0.8852). The highest accuracy rate is achieved by our proposed work
CSO-DBN. Fig. 8 shows that graphical representations of FRR and MCC for various algorithms.
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Figure 8: Graphical representation of the MCC and FRR

From the Fig. 8, the FRR and MCC are executed in various techniques. Proposed work CSO-DBN
attained the value of 0.976 in MCC and 0.0226 in FRR. The value of MCC for SVM 0.634, NB 0.252,
BOA 0.334, CSO 0.352 are observed. The observed value for FRR are SVM 0.244, NB 0.568, BOA
0.449, CSO 0.452 respectively. Table 3 shows that metric measures of precision, recall and F-Score.

Table 3: Performance of metric measures

Algorithm Precision Recall F-Score
SVM 72.61% 81.56% 77.11%
NB 81.15% 82.25% 84.43%
BOA 84.35% 88.67% 84.45%
CSO 82.78% 86.56% 87.88%
CSO-DBN (Proposed) 86.32% 91.62% 95.34%

The precision value of proposed work CSO-DBN has achieved better percentage of 86.32%. In the recall
rate of CSO-DBNgot 91.62% compared with SVM, NB, BOA, and CSO. The CSO-DBNalgorithm
outperforms with an F-score of 95.34%. In applying the Kalman filter for removing the noise in the
mammographic image and PSNR value (‘Peak Signal to Noise Ratio’) is evaluated to observe the quality
of the image by using:

PSNR = [mh(i,j) — nk(i,j)]* (21)

M x N 4
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where M and N denotes the number of rows and columns respectively. nk(i,j) denotes the noisy image and
mh(i,j), denotes the monochrome image. Fig. 9. PSNR values of various algorithm.

PSNR
0.1
0.08
0.06
0.04
0.02
0
SVYM NB BOA CSO CSO-DBN

(Proposed)

Figure 9: PSNR Rate for various techniques

Observation of Fig. 9 shows that our proposed work CSO-DBN attained best result. The average
computation time for various techniques is given in the Fig. 10.

Average Computation Time

3
2.5
2
1.5
1
0.5 l
0
SVM NB BOA CSO

CSO-DBN
(Proposed)

[Average Time (Seconds) l

Techniques

Figure 10: Average computation time

From the Fig. 10 observed that average computation time of proposed work produces minimum
compared it with other existing techniques. The proposed work CSO-DBN is used for feature selection
and it is compared with other existing algorithms of SVM, NB, BOA, CSO in terms of average fitness,
best fitness, mean, standard deviation and worst fitness. The parameter values for fitness function are
0.99 and 0.01. Table 4 shows that metric measures of feature selection.

Table 4: Performance metric measures for feature selection

SVM NB BOA CSO CSO-DBN (Proposed)
Mean 0.3633 0.4267 0.2537 0.2512 0.2473
Standard deviation 0.0276 0.0487 0.0183 0.0165 0.0137
Best fitness 0.1346 0.1789 0.1065 0.1085 0.1036
Worst fitness 0.2859 0.2421 0.2112 0.2134 0.2103
Average fitness 0.2378 0.2518 0.2034 0.2168 0.2015

The results of the proposed CSO-DBN algorithm in this Table 4 shows that the better result when
compared it with other existing techniques. SVM, NB, BOA, CSO algorithms are used for selecting the
features from best fitness to worst fitness. The proposed algorithm CSO-DBN outperforms other existing
algorithms and the best fitness value is 0.1036, worst fitness value is 0.2103 and average fitness value
is 0.2015.
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5 Conclusion

This paper demonstrated Virtual Mammography Image Retrieval Using an Optimized feature selection
with a classifier. Data are collected from the publicly available dataset (MIAS)/Mini-MIAS and Digital
Database for Screening Mammography (DDSM)/CBIS-DDSM. In the pre-processing phase Kalman filter
is used to remove noise, and for the feature extraction SIFT algorithm is implemented. The accurate and
efficient retrieval of the mammographic image from the large dataset is done. The most relevant features
are selected using an optimized crow search algorithm and classified using a deep belief network. The
accuracy rate of proposed work CSO-DBN is 0.9344 whereas SVM (0.5434), NB (0.7014), BOA
(0.8156), and CSO (0.8852). Our proposed work outperforms better results in metric performance
measures of error rate, computation time, MCC, and FRR. In the future, this work may extend up
implementing the classification by using various optimization techniques.
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