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ABSTRACT

Data center cooling systems are substantial energy consumers, and managing the heat generated by electronic
devices is becoming more complex as chip power levels continue to rise. The single-phase immersion cooling
(SPIC) server with oil coolant is numerically investigated using the validated Re-Normalization Group (RNG)
k-& model. For the investigated scenarios where coolant velocity at the tank inlet is 0.004 m/s and the total power
is 740 W, the heat transfer between the heat sinks and the coolant is dominated by natural convection, although
forced convection mediates the overall heat transfer inside the tank. The maximum velocity of coolant through the
heat sink is 0.035 m/s and the average heat transfer coefficient is up to 75.8 W/(m?>-K). The geometry of the heat
sink is important for the cooling performance. Increasing both the fin thickness and number enhances the natural
convection effect of the heat sink, but also increases the flow resistance. The heat sink with a fin thickness of 3 mm
performs the best, reducing the average graphics processing unit (GPU) temperature from 71.3°C to 68.6°C. A heat
sink with an optimal fin number of 16 reduces the average GPU temperature to 67.7°C. As for the effect of fin height,
increasing it from 15 to 30 mm results in increases in the heat transfer area and flow rate by about 72% and 32%,
respectively, which reduces the average GPU temperature to 65.2°C. Therefore, the importance of fin parameters
ranks in the following order: fin height, number, and thickness. This study highlights the potential application of
oil coolants in SPIC systems and offers theoretical guidance for the efficient design of natural convection cooling
solutions.
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1 Introduction

Technologies like the Internet of Things, 5G, and automation have significantly contributed to
the growing energy demands of data centers. By 2030, communication technologies are projected to
account for approximately 20% of global electricity consumption [1], with cooling systems contribut-
ing nearly 30%-50% of total power usage in data centers [2,3]. Therefore, developing efficient and
reliable heat dissipation technologies is a key research area for improving data center energy efficiency.
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Data center cooling methods include air cooling [4], heat pipe cooling [5], and liquid cooling
[6]. Traditional air-cooling systems are characterized by high energy consumption and low efficiency,
making them inadequate for data centers aiming to meet carbon neutrality and peak carbon goals.
Besides, its thermal performance makes it difficult to meet increasingly higher chip powers. Heat pipes
have limitations for cooling the entire system, which can only effectively dissipate localized heat [7]. In
this context, liquid cooling methods have gained widespread attention through indirect (cold plates)
or direct contact (immersion cooling). Parida et al. [§] experimentally compared traditional air-cooled
servers with liquid-cooled plates. The findings indicate that liquid-cooled plates can lower cooling
energy consumption by more than 90% when compared to air-cooling. The coolants employed in cold
plates are typically electrically conductive, which presents a leakage risk that could potentially harm
electronic components. In contrast, immersion cooling offers good reliability and improves server
efficiency.

The current body of literature categorizes immersion cooling technology into two types: single-
phase immersion cooling (SPIC) [9-13] and two-phase immersion cooling (TPIC) [14-18], depending
on whether the coolant undergoes boiling. Kanbur et al. [19] experimentally analyzed SPIC and TPIC
system performance, showing that TPIC systems’ performance trend coefficient is 72%—79% higher
than that of SPIC systems. Due to the more complex maintenance, design, and cost challenges of
TPIC systems, SPIC systems have a higher potential for large-scale application [20,21]. Chen et al. [22]
proposed a figure of merit (FOM) to evaluate the thermal performance impact of different electronic
fluorinated liquids (EFLs) on SPIC systems. Results indicated that low dynamic viscosity EFLs in
SPIC systems can increase the Nusselt number by 57.3% and reduce the pressure drop by 59%.
Recent studies have also explored nanofluid behaviors in the context of heat transfer applications
[23]. Wen et al. [24] conducted a numerical study on five different nanofluids using FC-40 as the
base fluid in an SPILC system. Their results demonstrated that the Al-FC-40 nanofluid exhibited the
highest overall heat transfer performance and the lowest friction factor. Jithin et al. [25] numerically
investigated the cooling performance of various coolants in a SPIC system and demonstrated that
the viscosity of deionized water is lower than that of mineral oil and fluorinated liquids, reducing the
temperature rise of electronic equipment by 74.4% and 69.4%, respectively. Shrigondekar et al. [20]
experimentally analyzed the performance of various inlet and outlet structures in an SPILC system.
Their conclusions indicated that a T-type SPILC system using FC-40 coolant performs better than a
Z-type configuration, with a 12.6% reduction in thermal resistance.

Comprehensive studies on SPIC systems cover aspects such as coolants [27-29], operating condi-
tions [30], operational parameters [31-33], and performance enhancement [34—37]. Currently, coolant
research mainly focuses on electronic fluorinated liquids. However, electronic fluorinated liquids pose
serious environmental hazards and are expensive. In contrast, the affordability and stability of oil-
based coolants make them a promising option for the widespread adoption of immersion cooling.
However, research on oil coolant-based SPIC systems remains limited at present. Moreover, flow rates
are low in a typical SPIC-cooled server. Given the low Reynolds number flow, it is crucial to assess
whether heat transfer is primarily governed by natural convection, forced convection, or a combination
of both (mixed convection). Mixed convection typically occurs in systems with very low coolant flow
rates [38]. In this type of flow, buoyancy has a significant effect on flow behavior and heat transfer
rates. Therefore, the effect of low flow rates on flow and heat transfer in SPIC systems needs to be
further refined. To address these issues, this study investigates flow and heat transfer mechanisms in a
SPIC system using oil coolant. A three-dimensional model of a server using oil coolant is developed.
The study primarily focuses on examining the effects of oil coolant on the SPIC system. Additionally,
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it delves into the impact of heat sink structural parameters on the cooling efficiency of oil, offering
valuable insights to support the practical operation of SPIC systems in engineering applications.

2 Methods
2.1 Physical Model

A simplified server as illustrated in Fig. | is adopted to investigate the performance of a SPIC
system using oil coolant. The system includes CPU, GPU, RAM, and PCB, with the CPU and GPU
requiring heat sinks for effective heat dissipation due to their high power consumption and limited
surface area. Table | lists the relevant parameters of the heat sinks. The computational domain has
dimensions of 815 mm (z) x 408 mm (y) x 45 mm (x), with the outlet diameter of 25 mm. The key
parameters of the main components and heat sinks are provided in Tables 1 and 2, with details on the
oil coolant and its temperature-dependent thermal properties listed in Table 3 [7].
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Figure 1: Illustration of the sever model
Table 1: Important parameters of server
Components CPU GPU RAM PCB
Power (W) 150 200 15 0
Thermal conductivity (W-m™"-K™") 20 20 20 0.35
Size (mm) 75x70x3 40x40x3 130 x 5x30 655x%x398 x2

Number 2 1 16 1
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Table 2: Parameters of heat sinks

Mountings Heat sink
Size (mm) 115 x 81 x 25
Material Copper

Fin size (mm) 115 x 3 x 20
Base thickness (mm) 5

Fin pitch (mm) 3

Number of fins 14

Table 3: Thermophysical properties of immersion coolants as functions of temperature

Type oil
Density (kg:m™) p = 2487.8 — 1408.1¢ 351"

Specific heat (J-kg™"-K™) ¢, = 7368.65 — 5881.18¢ it

Thermal conductivity (W-m~"-K™") h = 0.167 — 0.0297¢ 513"

Viscosity (mPa-s) v =0277 4 449¢ T 4+ 3.53¢ wir
Thermal expansion coefficient (K') 0.000769

2.2 Governing Equations

This study develops a three-dimensional steady-state flow and heat transfer model to evaluate
the cooling performance of a SPIC system using oil coolant. To simplify the analysis, several
assumptions are made: the flow is steady and incompressible, thermal radiation effects are neglected,
and heat dissipation due to viscous forces is ignored. Consequently, the governing equations for mass
conservation, momentum, and energy are as follows:

Continuity equation:

ap -
Momentum equation:
8; - - - -
P (E + - V)V) = —Vp+pg + nV, (2)

Energy equation:
8(pC,T)
at

where p is the density of working fluid. v is the speed. p is the pressure. g is the acceleration of
gravitation. p is dynamic viscosity. C, denotes specific heat capacity. T is the temperature. k is the
thermal conductivity. S is the source term.

+ V- (pC,TV) =V - (kV-T)+ S, (3)



FHMT, 2025, vol.23, no.1 283

A turbulence model is necessary for the closure of the above equations. The RNG k-¢ model
provides more accurate predictions for low Reynolds number flows, offers good physical descriptions,
and has lower computational costs. Therefore, this study employs the RNG k-g model to simulate the
turbulent state of the server. The mathematical model of the RNG k-¢ model is presented as follows:

0 (pk) 0 (pku,) 0 ok
= — — G.+ G, — 4
8[ + 8xi 8Xj k:u“eff axj + k + b pE, ( )
0 (pe) 9 (peu,) 0 de £ g’
= — o pher— C.- (G, + C,,Gy) — C,p— — R, 5
97 + o, 3x,(auff3xj)+ lk( v T G Gy) 2/0k Q)

where G, and G, correspond to the generation of turbulence kinetic energy due to the mean velocity
gradients and buoyancy, respectively, u., 1s the effective kinetic viscosity coefficient, R, is the
correction factor of ¢ equation, which can be calculated by

Coon’ (1= 2) g3
R = Me_’ (6)
1+ Bgn? k

where 7 is the ratio of the turbulent to the mean-strain time scales, and the other model constants are
provided in Table 4.

Table 4: Constants for RNG k-e model
(077 o Cls CZa CM Mo IB
1.393 1.393 1.42 1.68 0.0845 4.38 0.012

2.3 Meshing and Numerical Settings

This paper employs an unstructured grid to mesh the server, with grid refinement around high-
power devices (e.g., GPU, CPU) to ensure calculation accuracy. The boundary conditions applied
to the server are outlined in Table 5. The fluid-solid interfaces were treated with thermal boundary
conditions of couple. Thermal interface material (TIM) is applied to the contact surfaces between
the CPU/GPU and the heat sinks. The TIM’s thickness and thermal conductivity are 0.5 mm and
5 W-K~'-m™, respectively. This study uses an unstructured mesh and performs local refinement on
the main components. Using the ANSYS FLUENT software package, the finite volume method
solves the SPIC system. The SIMPLE scheme is used for iterative calculations of pressure-velocity
coupling in differential equations. The PRESTO scheme is used to discretize the pressure term, while
the equations for momentum, energy, turbulent kinetic energy, and dissipation rate are discretized
using the second-order upwind scheme. A pressure-based double-precision solver is selected to enhance
computational accuracy. Iterative calculations are stopped once the residuals of all equations fall below
107%, indicating convergence of the numerical solution.

This study performs a grid independence test for the SPIC system’s heat transfer capacity. The
average temperature of the CPU and GPU in the SPIC system under different grid sizes are shown
in Fig. 2. When the number of grid cells is not less than 4.9 million, the maximum deviation of the
average CPU and GPU temperature values is about 0.6% and grid size has almost no influence on the
temperature changes of the CPU and GPU.
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Table 5: Boundary conditions imposed

Area Boundary condition
Inlet velocity 0.004 m/s
Inlet temperature 25°C
Outlet Pressure outlet
Other walls Adiabatic
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Figure 2: Independence tests for numerical models

2.4 Model Validation

Validating the turbulence model is essential to ensure the accuracy of the simulation results.
Therefore, a comparative study is conducted by establishing a numerical model based on Luo et al.’s
[39] immersion cooling experiment. As shown in Fig. 3a, the experimental setup has a heat source,
an epoxy resin plate, and an immersion tank. Mineral oil was used as the cooling medium with an
inlet temperature of 25°C. The heat source had dimensions of 50 mm x 50 mm x 2 mm and a power
output of 60 W. All model parameters are consistent with the experimental conditions. The model was
subjected to a range of inlet flow rate boundary conditions, spanning from fully natural convection to
highly forced flow. Mixed convection is characterized by the Richardson number (R1), a dimensionless
number that quantifies the ratio of buoyancy-induced flow to forced flow within a fluid system. It
helps assess the relative significance of natural convection compared to forced convection. A value of
Ri < 0.1 indicates the heat transfer is dominated by forced convection, natural convection dominates
if Ri > 10. The Richardson Number is expressed as:
ri = $PATL )

U2

where 8 is the coefficient of thermal expansion, AT is the temperature difference across the fluid, L
is a characteristic length or height scale.
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Figure 3: Model validation: (a) physical model; (b) comparison of simulation and experiment

Fig. 3b presents a comparison between the numerical simulation data and the experimental data
for the heat source temperature. The results indicate that the average heat source temperature from
the numerical simulations closely matches the experimental data. At different flow velocities, the
maximum deviation between them is only 4%. Therefore, the present numerical model is considered
reliable and accurate for studying SPIC system performance.

3 Results
3.1 Natural Convection Dominating the Performance of SPIC System

In all investigated scenarios, the Richardson number (Ri) ranged between 10 and 15, indicating
that natural convection dominated heat transfer around the server’s GPU. To describe the natural
convection-dominated cooling process above heat sinks, we detail the flow field and heat transfer
characteristics of an oil-immersed cooling server. The reference states at x = 15 mm along the x-
direction and local cross-sections are examined.

Flow characteristics: The velocity magnitude contour at the cross-section x = 15 mm is depicted
in Fig. 4. As shown in Fig. 4a, oil coolant enters from the heat sink’s outer region. At this point, the
inlet flow velocities for the CPU and GPU heat sinks are 0.003 and 0.004 m/s, respectively. The oil
coolant traverses the fin channels, removing heat from the heat sink. Buoyancy forces drive the fluid
to ascend through the heat sink channels. As a result, fluid velocity around the heat sink is lower than
within the channels. Additionally, fluid from each channel accelerates and converges at the heat sink’s
terminal area, forming a prominent upward-accelerating thermal plume. To maintain flow continuity,
voids left by the rising fluid are filled by cooler surrounding fluid that enters the fin channels. Sections
I and II demonstrate that fluid velocity in the central heat sink channels is predominantly influenced
by natural convection. Fig. 4b reveals that fluid velocity within the fin channels increases continuously
along the flow direction, peaking at the heat sink outlet. Here, the peak flow velocities at the GPU
and CPU heat sink outlets are 0.035 and 0.026 m/s, respectively. Velocity distribution along the fin
height displays smaller values at the ends and larger values at the middle. This pattern occurs as fluid
velocity is zero at the fin roots due to viscous effects, and approaches the heat sink top’s velocity near
the fin tops where the temperature gradient diminishes. Peak velocity is observed near the middle of
the fins.
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Figure 4: Characteristics of the velocity field: (a) velocity distribution inside the server (x = 15 mm);
(b) GPU heat sink center section I; (¢) GPU heat sink center section 11

Heat transfer performance: Fig. 5 depicts the temperature distribution within the server. Fig. 5a
shows how flow and heat transfer interactions heat the oil coolant in electronic component channels,
enhancing buoyancy and accelerating the fluid’s ascent. Consequently, the fluid temperature outside
these channels is lower than inside. High power density areas around devices like CPUs and GPU
are significantly hotter than other server parts. At this stage, average temperatures are approximately
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68°C for the GPU and 43°C for the CPU. This results from the GPU’s high-power output and
smaller surface area, which yield higher temperature compared to the CPU. Additionally, the GPU
downstream is strongly influenced by the thermal cascade from upstream components, such as the
CPU. Consequently, the fluid temperature near the GPU heat sink inlet reaches approximately 29°C.
At the heat sink inlet, a thin thermal boundary layer maintains the oil coolant’s temperature close to the
external temperature as it passes between the fins. As the fluid ascends within the heat sink, a thermal
boundary layer develops, increasing the fluid’s temperature. As the temperature difference between
the fins and the fluid decreases, the natural convection effect is reduced. As a result, this leads to an
uneven temperature distribution across the heat sink. Meanwhile, Fig. 5b indicates that the highest
temperature gradients within the GPU and CPU heat sinks occur in sections IV and VII, respectively.
This occurs because the GPU and CPU are located at the central bottom of the heat sink, where heat
accumulation in the center reduces the heat transfer efficiency. Fig. 6 shows the distribution of heat
flux across the surface of the GPU heat sink. Simultaneously, average heat transfer coefficient(/) up
to 75.8 W/(m?-K). Higher heat flux densities at the heat sink inlet and fin tops indicate increased heat
transfer coefficients and enhanced heat transfer efficiency. This results from the cooler oil coolant
entering near the inlet and top, which enhances heat exchange. However, near the fin roots, heat flux
density is very low. Combined with the velocity field analysis in Fig. 4, the thermal boundary at the fin
roots reduces flow velocity, weakening natural convection and significantly lowering the heat transfer
coefficient. Additionally, heat flux distribution becomes increasingly uneven near the heat sink center.
The central area of Fin 7 shows a significant increase in heat flux density. This further suggests that heat
accumulation near the heat sink center intensifies the temperature gradient across the fins. Therefore,
optimizing the SPIC system’s heat sink is essential to enhance its natural convection cooling capacity
further.

3.2 Influence of Heat Sink Structure

The geometric parameters of the heat sink have a significant impact on the surrounding flow
dynamics and heat transfer characteristics. The influence of fin thickness, number, and height on the
cooling performance of GPU heat sinks are investigated numerically.

Influence of fin thickness: Fig. 7 shows the effect of fin thickness on the temperature, flow velocity,
and heat transfer coefficient of the heat sink. Fig. 7a,b demonstrates that both GPU and heat sink
temperatures initially decrease and then increase with rising fin thickness. The average flow velocity
at the heat sink outlet initially increases and subsequently decreases. Figs. 7c and € reveal that the heat
transfer area slightly increases when fin thickness is less than 2 mm. Thicker fins effectively heat the
fluid, thereby increasing the flow velocity within the fin channels. Consequently, this enhances the #,
bolstering the natural convection effect. When fin thickness exceeds 2 mm, reduced fin spacing leads to
increased flow resistance and lower flow velocities within the channels, ultimately diminishing the 4.
Given that the reduced heat transfer coefficient impacts more than the increased heat transfer area, the
average heat sink temperature begins to rise. However, the GPU’s lowest average temperature occurs
at a fin thickness of 3 mm. At a fin thickness of 3 mm, compared to 2 mm, the GPU transfers more
heat to the heat sink, lowering its average temperature by approximately 1°C. Thus, an optimal fin
thickness results in the lowest average GPU temperature.



288 FHMT, 2025, vol.23, no.1

Temperature(°C)

52
50
48
46
43
41
39
37
35

Flow
direction

(a)

Temperature(°C) W Temperature(°C) w
50 40

49 TII-T01 39 VI-VI
48 38

47 37

46 36

44 34

V-1V

42

41

40

V-V VII-VII

(b)

Figure 5: (a) Temperature distribution inside the server (x = 15 mm); (b) temperature distribution
across heatsink sections
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Figure 8: Variation of flow velocity in heat sink channels under different fin thicknesses: (a) velocity
contour of heat sink section (x = 15 mm); (b) variation of flow velocity in middle channel of heatsink
along the flow direction

Influence of fin number: Fig. 9a reveals that the number of fins is a critical parameter influencing
heat sink performance. With fewer than 16 fins, both the GPU and heat sink exhibit decreasing average
temperatures as the fin number increases. Compared to 12 fins, the average temperatures decrease by
about 3°C for the GPU and 1.3°C for the heat sink. Fig. 9b,c further elucidates this phenomenon. As
number of fins increases, both average velocity and flow rate at the heat sink outlet decrease. Reduced
fin spacing increases flow resistance within the fin channels, lowering the 4 by approximately 14%.
However, a higher number enlarges the heat transfer area by 25%. Here, the benefits of increased heat
transfer area outweigh drawbacks of reduced /. Consequently, the improved natural convection effect
lowers the GPU’s average temperature. When the fin count exceeds 16, the overly narrow fin spacing
further reduces average flow velocity and significantly lowers the 4. The enlarged area fails to offset
the negative impact of the reduced /. As a result, the GPU’s average temperature rises with an increase
in fin count. In summary, optimizing fin count can effectively boost the heat sink’s natural convection
effect and lower the GPU’s average temperature. Optimal performance is achieved with 16 fins.
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Figure 9: Influence of the number of fins on thermal performance and flow of heat sinks: (a) average
temperatures of GPU and GPU heatsink; (b) average velocity and flow rate at the heatsink; (c) heat
sink area and average heat transfer coefficient

Influence of fin height: Fin height plays a crucial role in determining the heat sink’s performance.
Fig. 10a demonstrates that increasing fin height markedly reduces the average temperatures of the
GPU and heat sink. At fin height of 30 mm, temperatures decrease by approximately 6.4°C for
the GPU and 6.6°C for the heat sink, compared to fin height of 15 mm. Fig. 10b,c explains these
results. At fin height of 30 mm, the gap between the heat sink top and the server wall narrows to just
2 mm. Consequently, minimizing fluid bypass at the top significantly increases the average inlet flow
velocity by about 75%. Moreover, the expanded fin channel area substantially increases the fluid flow
rate. However, greater fin height also elevates fluid resistance within the channels, diminishing the
average outlet flow velocity. As a result, the /& continues to fall, dropping by 27% at a fin height of
30 mm. Simultaneously, the heat transfer area expands by nearly 72%. This enhanced natural
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convection effect significantly lowers the average temperatures of the GPU and heat sink. In summary,
a greater fin height significantly increases the heat sink’s cooling performance.
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Figure 10: Influence of fin height on thermal performance and flow of heat sinks: (a) average
temperatures of GPU and GPU heatsink; (b) average velocity and flow rate at the heatsink; (c) heat
sink area and average heat transfer coefficient

4 Discussions

In this paper, the heat transfer of oil coolant cooled SPIC system are investigated. It is known
that immersion cooled servers require low coolant flow rates. The formation of thermal plumes near
the heat sink was observed to improve fluid movement upward. The study demonstrated that natural
convection dominates heat transfer at lower flow rates, where the Ri exceeded 10. This is due to the
buoyancy force generated by temperature-induced density variations in the oil coolant, which enhances
vertical fluid motion and facilitates heat removal from the server components. In addition, oil coolants
provide important advantages for server heat dissipation such as high specific heat capacity, high
thermal conductivity, low cost, and low environmental hazards compared to ordinary liquid coolants.
The viscosity is a key factor in determining its cooling capacity. Thus higher viscosity also reduces
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the fluidity of the oil coolant which leads to increased flow losses. The thermophysical parameters of
oil coolant are sensitive to temperature. When the oil coolant is heated, the viscosity is significantly
reduced and the flow rate is accelerated, thus improving the natural convective heat transfer. Reducing
the viscosity of the oil coolant is crucial for enhancing the cooling efficiency of the system. Flow rate is
another critical factor that influences the cooling effectiveness. For lower oil coolant flow rates, natural
convection dominates, in which case increasing the flow rate improves the cooling performance, as
reflected by a decrease in the temperature of the electronic components as the flow rate increases.
However, up to a certain value, increasing flow rate is less effective in improving natural convection,
while increasing the pressure drop.

The temperature distribution analysis showed that a thin thermal boundary layer develops at
the inlet regions of the heat sink fins. This layer gradually thickens as the fluid ascends due to heat
absorption, which diminishes the temperature gradient and weakens the convective heat transfer
further downstream. Understanding this development is essential for optimizing fin spacing to
maintain a strong temperature gradient and sustain natural convection throughout the entire fin
height. This study explores effect of heat sink geometrical parameters (fin thickness, number of fins,
and fin height) on the natural convection. The degree of influence of these structural parameters
on the heat sink performance varies, using the average temperature of the GPU as an evaluation
metric. As can be obtained from Figs. 7a and 9a, the temperature of the GPU both decreases and
then increases with the increase of fin thickness and number of fins. The heat sink with an optimal
fin thickness of 3 mm reduces the GPU temperature from 71.3°C to 68.6°C, and the optimal number
of fins 16 reduces the GPU temperature from 70.5°C to 67.7°C. Also, increasing the number of fins
significantly increases the heat transfer area compared to the fin thickness. Increasing the fin thickness
from 1 to 3 mm increases the heat transfer area by only 1.3%. However, increasing the number of
fins from 12 to 16 increases the heat transfer area by approximately 25%. Therefore, the number
of fins may be a more significant parameter influencing the performance of the heat sink than fin
thickness. While increasing the number of fins improved the total heat transfer area, it also increased
flow resistance, which reduced the flow velocity within the fin channels. This trade-off highlights the
importance of balancing the number of fins to optimize the 4 without significantly impeding coolant
flow. Wu et al. [40] explored the geometrical optimization of air-cooled heat sinks and found that the
minimum thermal resistance is achieved by increasing both the number of fins and the fin thickness.
They determined that the minimum thermal resistance of the heat sink reaches 0.263°C/W for the
former and 0.3°C/W for the latter. Elsayed et al. [41] determined the optimal design parameters,
including the number of fins and fin thickness, through a combination of experiments and simulations.
Thickness and other optimal design parameters. It was found that the optimum fin thickness reduced
the heat sink thermal resistance by about 0.06°C/W and the optimum number of fins reduced the
thermal resistance by 0.15°C/W. These results further validate that the number of fins has a greater
effect on the cooling effect than the fin thickness. From Fig. 10a, it is found that the temperature
of GPU is reduced from 71.6°C to 65.2°C when the fin height is increased from 15 to 30 mm. The
heat transfer areca and outlet location flow rate of the heat sink increased by about 75% and 32%.
The improved cooling performance with increasing fin height is attributed to the enhanced vertical
channeling of buoyant flows, which reinforces natural convection. Therefore, the fin height had the
most significant effect on the cooling effect of the heat sink compared to the number of fins. The effect
of fin height has been discussed in previous studies. Tari et al. [42] studied air-cooled vertical heat sinks
with natural convection and found that an increase in fin height to 25 mm resulted in lower radiator
temperatures (about 30°C) compared to the optimum fin spacing of 12 mm obtained by varying the
number of fins. Saini et al. [43] investigated the multivariate optimization of heat sinks for immersed
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servers The effect of fin thickness and number was found to be significantly reduced but fin height has
the most dominant effect in natural convection. Yu et al. [44] conducted experimental and numerical
studies on natural convection in heatsinks and the results showed that thermal resistance and heat
transfer coefficients were generally reduced with the increase in the number of fins and fin height.
However, there exists the highest number of fins reduces the thermal resistance to 2.3°C/W, and fin
height can reduce the thermal resistance to below 1.7°C/W. The geometric parameter studies in the
above literature are consistent with the patterns obtained in this paper, which further validates the
accuracy of the results of this paper for the geometric parameters. Based on the analysis of the influence
of heat sink geometric parameters in this study, the importance of fin parameters is ranked as follows:
fin height, number, and thickness.

There are some limitations of the study in this paper. For single-phase immersion cooling heat sink
performance can be affected by many parameters. Although some work has been done to optimize the
fin thickness, number of fins, and fin height respectively, it is still not enough. In future studies, it is
necessary to analyze the interaction effects of multiple parameters to further find the geometrical
parameters for optimal heat sink performance. Meanwhile, there is still a great challenge for oil
coolant to maintain the temperature of higher-power GPUs below the safe operating temperature
(85°C) with natural convection cooling. In addition, the viscosity of the oil coolant has a large impact
on the cooling capacity, and the law of reducing the viscosity on the heat transfer efficiency of the
system needs to be further evaluated. Future research should investigate the use of advanced cooling
fluids, such as nanofluids, which offer enhanced thermal conductivity and improved convective
heat transfer properties. Additionally, incorporating phase-change materials could provide effective
thermal buffering by leveraging latent heat storage during phase transitions. These innovations could
significantly enhance the efficiency and scalability of SPIC systems, making them suitable for more
demanding and larger-scale applications. The scalability of SPIC systems for larger-scale data centers
presents a promising path for future data center cooling solutions. While challenges such as coolant
distribution, facility integration, and maintenance logistics remain, advancements in modular system
design, coolant technology, and real-time optimization tools can facilitate broader implementation.
Future work should focus on these aspects to ensure that SPIC systems can meet the demands of
high-density, large-scale data centers.

5 Conclusion

This study aims to tackle the challenges of cooling servers in data centers and provides a compre-
hensive performance analysis of a SPIC system utilizing oil as the cooling medium. The heat transfer
performance and flow characteristics of the SPIC system with the low flow rate are analyzed through
the establishment of a three-dimensional model of the server and numerical solution. Additionally,
the study examines the impact of different heat sink structures on the thermal performance of the
SPIC system, providing valuable data to support the engineering application of the system. For
the scenarios investigated, the coolant velocity at the tank inlet is 0.004 m/s and the total power of
the server is 740 W. In summary, the following conclusions can be drawn.

Evaluation of the flow regime around the heat sink by the Ri indicates that the natural convective
behavior dominates in the SPIC system with low flow rates. The geometrical parameters of the heat
sinks varied in their effect on the cooling performance of the heat sinks. The average temperatures
of GPU and GPU heat sinks decreased and then increased with increasing thickness and number of
fins. Fin thickness of 3 mm performs the best, reducing the average GPU temperature from 71.3°C
to 68.6°C. With an optimal fin number of 16, the heat transfer area increases by about 25% and the
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average temperature of the GPU reduces to 67.7°C. However, when the thickness and number of fins
continue to increase, there is no further improvement in heat transfer, the flow resistance increases
significantly, and natural convection effect decreases. The average temperature of the GPU and the
heat sink reduces significantly with the increase in fin height. The average temperature of the GPU
reduces to 65.2°C when the fin height is 30 mm. Increasing the fin height increases the flow resistance,
resulting in a lower flow rate. At the same time, the area and flow rate increase by about 72% and
32%, and the natural convection is significantly enhanced. Finally, the ranking of the importance
of fin parameters when cooling the heat sink with natural convection is in the following order: fin
height, number, and thickness. Future research should investigate the use of nanofluids or phase-
change materials to further enhance cooling performance and thermal efficiency.
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