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ABSTRACT

Transporting massive quantities of carbon dioxide through a pipeline in its supercritical state is extremely con-
venient. Because of the unique properties of supercritical carbon dioxide, however, leakage occurring in such con-
ditions can be extremely intricate, resulting in the dispersion area following leakage being influenced by numerous
factors. In this study, this problem is addressed in the frame of the so-called Unified Dispersion Model (UDM),
and various influential parameters are considered, namely, leakage pressure, leakage temperature, leakage aper-
ture, leakage angle, atmospheric stability, wind speed, and surface roughness. The results show that the supercri-
tical carbon dioxide dispersion is primarily influenced by high air temperatures, low wind speeds, reduced surface
roughness, and release temperatures slightly below the critical temperature. Additionally, leak apertures also con-
tribute to the dispersion. The dispersion is maximized under atmospheric stable D conditions, and when the leak-
age angle is 0°, the farthest downwind distance is 10 times greater than that at a leakage angle of 90° under the
same conditions.
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1 Introduction

The greenhouse effect, which is primarily responsible for global warming [1], has been a significant
source of concern since the 1980s. The primary contributors to the greenhouse effect are the release of
greenhouse gases, including CO2 and methane [2]. The advancement of carbon dioxide capture and
storage (CCS) technologies [3] holds immense importance in tackling the issue of global climate change.
Advancements in material innovation, process development, and integrated utilization technologies,
together with the implementation of mineral sequestration [4] and carbon dioxide capture, EOR-
utilization and storage (CCUS-EOR) technologies [5], are anticipated to boost the efficiency and cost-
effectiveness of these technologies. Future research should prioritize enhancing CO2 separation and
purification technologies [6], optimizing carbonization and sequestration processes, expediting mineral
carbonization rates, reducing the cost of carbon capture and sequestration [7], and facilitating the
widespread implementation of mineral sequestration technologies on a large scale. Simultaneously, it
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should enhance the development of research and demonstration projects for CCUS-EOR technology and
establish a comprehensive theoretical and technical standard system for the entire industrial chain in order
to facilitate and advance the widespread implementation of this technology on an industrial scale. The
transportation aspect of CCS is crucial since it serves as both the starting and ending point of the process.
Commercial-scale transportation mainly uses tanks, ships, trains, pipelines, etc. Transporting a substantial
quantity of CO2 across a distance of more than 1000 kilometers [8] is an exceptionally efficient method
for conveying high-pressure CO2 through pipelines at a reasonable cost. Leakage of a CO2 pipeline might
result in significant damage. At high concentrations, CO2 has asphyxiating effects [9]. Furthermore, as a
result of the potent throttling impact of CO2 [10], as CO2 transitions from supercritical pressure to
atmospheric pressure, the temperature of the fluid also rapidly decreases, reaching as low as -80°C in the
closest area. The dispersion of substantial quantities of cryogenic gases can induce a range of
physiological alterations in different systems of the human body, potentially resulting in localized or
systemic harm and, in extreme cases, death.

The exploration of numerical models for leakage dispersion began with studies of leaks involving oil
and gas [11,12]. Many academics have worked hard in this field and produced many results between the
1980s and the present. Mathematical and physical models for various leakage conditions have been
established based on a vast amount of experimental data derived from large-scale on-site experiments,
laboratory experiments, etc., combined with theoretical analysis. With the rapid advancement of computer
hardware and software technology, numerical simulations are becoming increasingly promising, and
people have come to accept and value the results of such calculations.

Xing et al. [13] used a CFD program to simulate the standard k-ε, RNG k-ε, and SST k-ωmodels, which
were then evaluated using statistical performance indicators such as MG, VG, and FAC2. The findings
indicate that the SST k-ω model underestimates the concentration, while the k-ε model slightly
overestimates it. Liu et al. [14] used a two-stage CFD simulation approach to model supercritical leakage.
A two-dimensional fluid simulation is used in the first stage to estimate the leakage source strength, and
the results of this calculation are applied to the diffusion simulation that follows. A three-dimensional
fluid simulation is used in the second stage to shorten the computation time. Schleder et al. [15]
conducted field research to examine how well CFD tools function while analyzing the cloud spread of
dangerous materials. The goal of the experiment was to monitor the development and spread of a CO2

cloud over a 600 m2 emission region while a significant volume of CO2 was continuously released. The
CFD simulation results were compared with the peak concentrations measured by 51 sensors distributed
throughout the cloud route. Witlox et al. [16–18] used extensions of the dispersion model (UDM) and
discharge model (DISC/TVDI) in Process Hazard Analysis Software Tool (PHAST) to study the emission
of CO2 and its subsequent atmospheric dispersion. It was demonstrated that an excessively high liquid
fraction and a too-low postexpansion temperature can result from the failure of the discharge model to
take solid effects into account. Mcgillivray et al. [19] compared the analyses of CO2 and natural gas
pipelines. PHAST software was utilized to model gaseous CO2 leaks, taking into account the diameters of
the leak holes as well as the effects of the leak angle on the formation of craters. They concluded that at
the same pressure levels, the risks associated with natural gas leaks and CO2 leaks are similar. Wareing
et al. [20,21] simulated the near-field leak dispersion of an underground pure CO2 pipeline using
COOLTRANS software. In particular, for side, bottom, and top cracks, a modified k-ε turbulence model
including temperature, velocity, and concentration was applied, and the diffusion of CO2 from the top of
a deep hole was simulated. To assess the risk, Koornneef et al. [22] simulated the spread of leakage from
a high-pressure CO2 conduit. Nguyen et al. [23] investigated liquid CO2 jet or plume behavior at a depth
of 800 m in the ocean by comparing numerical results with theoretical and experimental results. The EC
FP7 CO2 PipeHaz project [24] aims to address hazards from pipelines transporting CO2 at high pressure
in a dense-phase state. This study develops mathematical models for multiphase discharge and dispersion,

2868 FDMP, 2024, vol.20, no.12



demonstrating the integration of different models for pipeline outflow and dispersion. Hill et al. [25]
presented computer-based analyses of CO2 dispersion from pipelines and containment vessels for power
plants using carbon capture and storage, predicting source terms and investigating solid CO2 formation
effects. Mazzoldi et al. [26] evaluated the Fluidyn-PANACHE atmospheric dispersion CFD tool for
carbon capture and storage against field experiments. It finds PANACHE among the “fit-for-purpose”
models, with average underprediction due to mean wind speed and direction.

However, the long-range dispersion of CO2 in the atmosphere occurs due to several atmospheric causes.
The numerical simulation of the dispersion of CO2 covers a large geographical area. The present research
primarily employs several models to simulate the impact of pipeline leakage parameters on leakage.
However, it is challenging to accomplish this using CFD methods due to the complex influence of air
stability, wind speed, and surface roughness on leakage. The novelty of this paper lies in its refinement of
the effects of leakage pressure, leakage temperature, leakage aperture, leakage angle, atmospheric
stability, wind speed, and surface roughness on the leakage-diffusion characteristics of supercritical CO2

pipelines using the UDM diffusion model of PHAST.

2 Mathematical Model

2.1 Model Establishment
This paper uses PHAST software for simulation and chooses the UDM model to address this challenge.

The UDM model can be used for any type of gas leakage, whether it is continuous or transient, regardless of
whether the leaked gas is heavy, neutral, or floating. The PHAST software can describe the process of gas
leakage diffusion and the resulting impacts. The UDM model is based on experimental data from the
leakage diffusion of Kit Fox and BP DF1 CO2. The UDM model is derived from the empirical data
obtained from the experiments conducted on Kit Fox and BP DF1 CO2 leakage and diffusion.
Furthermore, the CO2 module has undergone significant modifications in future versions of PHAST. Due
to the close resemblance of the simulation findings to actual events, its usage has become widespread.

Basic control equations

(1) Continuity equation [27]
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@xi

þ @q
@t

¼ 0 (1)

where ρ is the density, kg/m3; u is the flow velocity, m/s; x is the horizontal length, m; and t is the time, s.

(2) Momentum conservation equation [28]
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where p is the pressure, MPa.

(3) Energy conservation equation [28]
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where E is the internal energy, k is the thermal conductivity, and μ is the viscosity coefficient.
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(4) PR equation

The Peng–Robinson equation is obtained by optimizing the gravitational part of the RK equation,
resulting in greatly enhanced accuracy in calculating the critical compression factor and liquid density
[29]. The equation is mostly utilized in engineering phase equilibrium calculations, and the expression is
as follows:

P ¼ RT �ðV � bÞ�1 � aðTÞ � ½V ðV þ bÞ � bðV � bÞ��1 (5)

where aðTÞ ¼ acaðTÞ ¼ 0:45724R2T2
caðTÞPc

�1, b ¼ 0:07780RTcpc�1, aðTÞ ¼ ½1þ kð1� Tr0:5Þ�2,
k ¼ 0:3746þ 1:5422x� 0:26992x2.

(5) UDM model

For the continuous leakage and diffusion of supercritical CO2, the UDM model can be used to modify
the model in finite time and calculate the average leakage velocity. The expression for the leakage
concentration is as follows:

Cðx; y; z;HÞ ¼ C0ðxÞ exp � zffiffiffiffiffiffiffi
2rz

p
����

����
nðxÞ( )

exp � zffiffiffiffiffiffiffi
2ry

p
�����

�����
mðxÞ8<

:
9=
; (6)

where C(x,y,z,H) is the CO2 leakage concentration at a certain point, C0(x) is the concentration at the center of
the vapor cloud, n(x) is the meteorological condition parameters, m(x) is the CO2 gas parameters, and σy and
σz are the horizontal and vertical diffusion coefficients, respectively.

2.2 Model Validation
To determine the accuracy of the software numerical simulation calculation method, the model

validation is required. The experimental validation data is derived from the gas leakage near-field jet
experiment conducted by Li [30]. The experiment was conducted using a circular leak hole with an
inner diameter of 1 mm. During the experiment, stable air pressure and flow were maintained, and the
gas mole fraction on the centerline of the jet was measured for comparison and verification with
simulation results.

Fig. 1 compares the simulated predicted values and experimental measurements of gas molar
concentration on the centerline of the jet. The solid line represents the calculated results, and the triangle
represents the experimental results. As shown in the figure, the numerical simulation results of the gas
concentration distribution on the centerline of the jet are in good agreement with the experimental results,
which verifies the accuracy and reliability of the simulation method proposed in this paper.

Figure 1: The simulated values and experimental measurements of gas molar concentration
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3 Results and Discussion

The impact of elements such as pipeline leakage is examined by altering various sensitivity parameters,
including leakage pressure, leakage temperature, leakage aperture, leakage angle, atmospheric stability, wind
speed, and surface roughness. When the source strength of CO2 leakage was 0.0689 g/s, the discussion
focused on several aspects such as dispersion distances, cloud heights, and ground coverage regions,
using the time-weighted average (TWA) occupational exposure requirement of 5000 ppm as a boundary
condition [31]. Table 1 shows the starting values for this simulation. One set of factors is changed at a
time, keeping the other data unaltered.

3.1 Impacts on the Atmospheric Environment
The various aspects that affect the spread of leakage can be classified into two broad categories: the

impact of the atmospheric environment and the impacts of leakage parameters. The primary factors of the
atmospheric environment are atmospheric stability, air temperature, wind speed, and surface roughness.

(1) Atmospheric stability

The atmosphere can be vertically split into numerous strata based on different categorization criteria.
Atmospheric stability is essentially defined by the ratio of the temperature decrease tilt rate to the dry
adiabatic temperature decrease tilt rate. If the dry adiabatic temperature decrease tilt rate is less than the
temperature decrease tilt rate, atmospheric air masses spreading vertically are free to move, and the
surrounding air does not restrict their vertical movement, resulting in atmospheric instability. In contrast,
when the dry adiabatic temperature decrease tilt rate exceeds the temperature decrease tilt rate, the air
mass is inhibited by the surrounding air, resulting in atmospheric stability.

The categorization of atmospheric stability often relies on the Pasquill stability technique [32], which
separates stability into six distinct categories: A, B, C, D, E, and F. A is highly unstable; B is unstable; C
is moderately unstable; D is moderate; E is moderately stable; and F is stable. The Phast software
provides the following heights for the mixed layers in A–F weather stability: 1300, 920, 840, 800, 400,
and 100 m.

To determine the grade, we must first calculate the solar altitude angle and determine the solar radiation
level. We then combined this information with the ground wind speed to determine the stability grade. In this
study, atmospheric stability was classified into six grades (A–F) for sensitivity analysis. Based on this
analysis, we obtained the laws governing the downwind diffusion distance, lateral diffusion distance,
maximum coverage area, and farthest diffusion distance. These results are presented in Fig. 2.

Table 1: Initial values of several parameters

Name Digital

Supercritical phase Pressure/MPa 15

Leakage caliber/mm 20

Leakage caliber/mm 40

Atmospheric stability scale D

Wind speed/(m·s−1) 3

Atmospheric temperature/°C 20

Relative humidity 0.3

Surface roughness type Land
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In class Aweather, when the atmosphere is highly unstable, the temperature decrease rate in the vertical
direction is greater than the dry adiabatic temperature decrease rate. This results in a rapid growth of
turbulence caused by thermal conditions and intense convection of the diffusing mass of CO2 gas with
the surrounding air. As a result, vertical diffusion is greater than at other stable weather gas-phase cloud
heights in the vicinity of the diffusion initial leakage vent. However, in the horizontal direction, the
diffusion of substances becomes easier. In contrast, during a period of atmospheric stability, vertical
turbulent diffusion is suppressed, particularly when there is a vertical inversion, resulting in the
accumulation of CO2 near the surface.

As shown in Fig. 2a, there is an inverse relationship between the atmospheric stability and the maximum
cloud height. Fig. 2b illustrates that the width of the air mass on the ground progressively expands as the
atmospheric stability increases. However, when close to the ground, the maximum distance over which
diffusion occurs is determined by the weather conditions, specifically the D weather type. Under these
weather conditions, when leakage occurs, the hazard distance increases as the gas diffusion distance
increases.

(2) Wind speed

The wind speeds were set at 1.5, 3, 5, 7, 10, and 15 m/s. Sensitivity analyses were conducted to
determine the correlation between downwind distance and cloud height at different wind speeds, as well
as the relationship between various wind speeds and the maximum distance of spreading, as shown in Fig. 3.

Figure 2: Diffusion patterns at different atmospheric stabilities: (a) downwind diffusion distance, (b) lateral
diffusion distance, (c) maximum area covered, and (d) farthest diffusion distance
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In general, higher wind speeds result in stronger horizontal movement of atmospheric air masses. This
leads to increased rates of mass and heat transfer between air masses and CO2 clouds, particularly in the
downwind direction. Consequently, higher wind speeds promote the horizontal diffusion of CO2 clouds,
resulting in larger diffusion distances. However, when the leakage intensity is low, the opposite pattern is
observed in this case. When there is 20 mm of leakage, the downwind diffusion distance decreases as the
wind speed increases. This is because when the leakage intensity is low, the diffusion concentration is
easily influenced by turbulence. With higher wind speeds, CO2 clouds are more likely to experience
turbulence during diffusion, which enhances the transfer of heat and mass to the surrounding atmosphere.
This allows air to mix with CO2, accelerating the dilution of the CO2 concentration, as shown in Fig. 4.

(3) Surface roughness

The movement of air masses is primarily influenced by the air pressure gradient force and geostrophic
bias force. The near-surface atmosphere is also affected by obstacles on the ground, and the near-surface
layer is called the friction layer in meteorology. In the friction layer, the surface roughness causes the air
mass to lose kinetic energy as it diffuses and collides with surface objects. As the air mass approaches the
ground, the amount of kinetic energy lost increases, while it decreases as the air mass moves farther from
the surface. This results in higher wind speeds. At heights a few hundred meters from the surface, this
phenomenon can be well characterized by the exponential law.

Figure 3: Downwind distance vs. cloud height for different wind speed moments: (a) 10 s, (b) 36 s, (c) 54 s,
and (d) 326 s
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The specified surface roughness values were as follows: land-183 mm, crops-25 cm, bushes-50 cm,
forest-1 m, and urban-3 m. A sensitivity analysis was conducted to determine the regularity of the
downwind diffusion distance, lateral diffusion distance, maximum coverage area, and farthest diffusion
distance. The findings are presented in Fig. 5.

Figure 4: Different wind speeds and farthest spreading distances

Figure 5: Diffusion patterns at different surface roughnesses: (a) downwind diffusion distance, (b) lateral
diffusion distance, (c) maximum area covered, and (d) farthest diffusion distance
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When gas clouds spread out, they lose kinetic energy due to colliding with barriers on the surface. This
causes the gas clouds to disperse, which in turn impacts how CO2 spreads out. The downwind diffusion
distance and the maximum area covered by dispersed clouds are greatly impacted, decreasing by
approximately two-thirds as the roughness type changes from land (183 mm) to the city (3 m). However,
the width and height of the clouds are only marginally affected. The distribution of diffusion in the
vertical direction is influenced by surface roughness, perhaps because the motion direction of gas
molecules changes when they clash with the rough surface. As the surface roughness decreases, the
dilution effect in the lateral wind direction increases, resulting in a smaller minimum concentration, a
wider maximum diffusion cloud width, and a longer diffusion distance.

(4) Atmospheric temperature

The atmospheric temperature was set at −10°C, 0°C, 10°C, 20°C, 30°C, 40°C, or 50°C to conduct a
sensitivity analysis. The objective was to determine the regularity of the downwind diffusion distance,
lateral diffusion distance, maximum coverage area, and farthest diffusion distance. The results of this
analysis are presented in Fig. 6.

As the atmospheric temperature increases, the thermal motion between gas molecules becomes more
intense. This leads to an increase in the distance between gas molecules, resulting in a decrease in
density. In the case of CO2 gas molecules in a cloud, the horizontal direction is more affected than the

Figure 6: Diffusion patterns at different atmospheric temperatures: (a) downwind diffusion distance, (b)
lateral diffusion distance, (c) maximum area covered, and (d) farthest diffusion distance
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vertical direction. This is because the atmospheric temperature does not vary significantly, making the effect
of density in the vertical direction negligible. However, as a result of the erratic movement of the gas, the
maximum distance for diffusion at 50°C is three times greater than that at −10°C. This is seen in the
expansion of both the width and height of the diffusion cloud as the air temperature increases. The
overall influence follows a linear growth pattern.

3.2 Influence of Leakage Parameters
The leakage parameters include leakage pressure, leakage temperature, leakage caliber, and leakage

angle.

(1) Leakage pressure

Leakage pressure is a crucial indicator of the working conditions for leakage, and all other factors being
equal primarily influence the spread of leakage by altering the intensity of the leakage source.

To calculate the intensity of the leakage source, the following assumptions are made: (1) The model
represents flow in only one dimension. (2) The flow is isentropic when released and adiabatic when
flowing through pipes. (3) The gas exhibits ideal gas behavior. The air compression factor is incorporated
into the ideal gas equation of state to reduce the discrepancy between the theoretical and actual behavior
of gases.

The energy and momentum equations are used to analyze the adiabatic flow through the pipe, resulting
in the following equations:

k þ 1

k
ln

p1T2
pT1

� �
þ M

RG2

p22
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� p21
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� �
þ 4�Xe

D
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where k is the gas adiabatic index; M is the molar mass of gas; G is the gas flow rate; λ is the coefficient of
friction; R is a function of wall roughness and the Reynolds number; Xe is the effective length of the pipe;D is
the pipe diameter.

Combining this with the continuity equation yields:

Qm ¼ C0 � Aor � p2
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where C0 is the empirical flow coefficient, which is normally equal to 1 and only varies if there are special
conditions at the leakage port. By simplification, it can be concluded that:

Qm ¼ C0 � Aor � P2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Mk

ZRT2

2

k þ 1

� �kþ1
k�1

vuut
(9)

According to the equation, the source strength is directly correlated with the pressure in the pipe.
Additionally, when the leakage pressure is elevated, a greater amount of CO2 gas escapes from the
leaking port.

The leakage pressures were set at 10, 11, 12, 13, 14, and 15 MPa to conduct a sensitivity analysis. The
objective was to determine the regularity of the downwind diffusion distance, lateral diffusion distance,
maximum coverage area, and farthest diffusion distance. The results of this analysis are shown in Fig. 7.

As the leakage pressure increases, so does the initial kinetic energy of the leakage port, resulting in a
greater distance traveled by the CO2 gas cloud within the same time frame. As depicted in Fig. 7, the
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leakage pressure has a minimal impact on the height of the CO2 cloud. However, it has a substantial effect on
the distance the cloud diffuses in the downwind direction, approximately 1.2 times. Additionally, the
maximum area covered by clouds near the ground increases from 11,151 to 17,941 m2. The leakage
pressure also significantly influences the lateral diffusion of CO2 clouds.

(2) Leakage temperature

The leakage temperatures were set at 10°C, 20°C, 30°C, 40°C, 50°C, and 60°C to conduct a sensitivity
analysis. The objective was to determine the regularity of the downwind diffusion distance, lateral diffusion
distance, maximum coverage area, and farthest diffusion distance. The results of this analysis are shown in
Fig. 8.

Under different atmospheric temperature conditions, the irregular thermal movement between gas
molecules becomes more intense as the temperature increases. However, when CO2 is subjected to a
pressure of 15 MPa and a temperature below 31.1°C, it transitions from a supercritical state to a dense
phase state. During this transformation process, the physical properties of carbon dioxide, such as density,
viscosity, specific heat capacity and thermal conductivity, undergo significant changes, as shown in Fig. 9.

When the temperature of CO2 is below its critical point, it exists in a dense phase with high density.
Leakage can lead to a boiling liquid expanding vapor explosion (BLEVE). The small droplets expelled
from the leak port disperse in the air and undergo a phase transition from liquid to gas, absorbing heat in

Figure 7: Diffusion patterns at different leakage pressures: (a) downwind diffusion distance, (b) lateral
diffusion distance, (c) maximum coverage area, and (d) farthest diffusion distance
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the process. This leads to the formation of a large and wide cloud of droplets. When the temperature
increases, the physical properties of CO2 undergo significant changes as it approaches its critical point.
The viscosity decreases while the specific heat increases, which enhances the diffusion of clouds in the
atmosphere.

Figure 9: (Continued)

Figure 8: Diffusion patterns at different leakage temperatures: (a) downwind diffusion distance, (b) lateral
diffusion distance, (c) maximum coverage area, and (d) farthest diffusion distance
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Figure 9: Physical properties of carbon dioxide at different temperature pressures: (a) density, (b) viscosity,
(c) specific heat capacity, (d) thermal conductivity

Figure 10: Dispersion patterns at different leakage apertures: (a) downwind dispersion distance, (b) lateral
dispersion distance, (c) maximum coverage area, and (d) farthest dispersion distance
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(3) Leakage caliber

The leakage apertures were set at 5, 10, 15, 20, 25 and 30 mm to conduct a sensitivity analysis. The
objective was to determine the regularity of the downwind diffusion distance, lateral diffusion distance,
maximum coverage area, and farthest diffusion distance. The results of this analysis are shown in Fig. 10.

The primary impact of varying leakage apertures on diffusion depends on the leakage intensity.
Assuming that all else remains constant, the size of the leak aperture directly affects the strength of the
pipe leak source. A larger aperture results in more CO2 being released over the same time period, and the
distance over which the gas diffuses downwind increases, as does the lateral spread of the diffusion.
Furthermore, there is a linear increase in the area affected on the ground, and the farthest distance is
downwind. The size and shape of the leak aperture vary in real-world situations. Under actual leakage
conditions, the shape of the leakage aperture is mostly simplified to correct the leakage source strength
estimate.

(4) Leakage angle

The leakage angle was set at 0°, 30°, 45°, 60°, and 90° to conduct a sensitivity analysis. The objective
was to determine the regularity of the downwind diffusion distance, maximum coverage area, and farthest
diffusion distance. The results of this analysis are shown in Fig. 11.

Figure 11: Diffusion patterns at different leakage angles: (a) downwind diffusion distance (orthogonal
coordinate system), (b) downwind diffusion distance (right-angled coordinate system), (c) maximum
coverage area, and (d) farthest diffusion distance
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Perpendicular leakage to the ground is similar to leakage at an angle. However, due to differences in the
angles, the initial jet possesses a velocity component in the horizontal direction. When the angle changes
from 90° to 0°, the CO2’s velocity component in the horizontal direction reaches its maximum value.
Consequently, it disperses in the downwind direction due to the influence of the wind. As the leakage
angle increases, the cloud’s maximum height increases, but the distance it diffuses downwind decreases.

3.3 Influence of Impurities in the Gas Supply
Using HYSYS software, the CO2 phases at different CH4 contents were analyzed separately and the P-T

diagrams were plotted as shown in Fig. 12.

Fig. 12 illustrates that as the CH4 impurity content increases, both the bubble point line and dew point
line of the phase envelope shift upwards. However, the bubble point line exhibits a greater upward movement
compared to the dew point line. Additionally, the critical pressure increases while the critical temperature
decreases. These effects are more pronounced at higher impurity content, while they are relatively
insignificant at lower content. Furthermore, the gas-liquid two-phase region expands.

The CO2 phase states at different N2 contents were analyzed separately and the P-T diagrams were
plotted as Fig. 13.

Fig. 13 illustrates that as the N2 impurity content increases, both the bubble point line and dew point line
of the phase envelope shift upwards. Specifically, the bubble point line undergoes a significant change at a
content of 30%, resulting in an increase in critical pressure and a decrease in critical temperature. This effect
is more pronounced at higher impurity content and less significant at lower content. Additionally, the gas-
liquid two-phase region expands.

The diffusion simulation study was conducted using the base parameters specified in Table 1. The
selected impurities were CH4 and N2, ranging from 5% to 30%.

Figure 12: Phase states of CO2 with different CH4 content
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Fig. 14 illustrates that different contaminants have a diminished impact on the process of diffusion. CH4

diffuses farther from N2 in the furthest downwind diffusion range, which could be attributed to the distinct
impurity types. CH4 has a lower molecular weight than N2, so when the starting kinetic energy is equal,
substances with lower molecular weights diffuse over longer distances. In the top view, the cloud
containing CH4 impurities appears to be elongated in comparison to the cloud containing N2 impurities.

Figure 13: Phase states of CO2 with different N2 content

Figure 14: Diffusion patterns with different impurities: (a) downwind diffusion distance and (b) maximum
cloud width
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Fig. 15 illustrates that, regarding the maximum width and location of cloud occurrence, both impurities
exhibit similar overall trends. As the impurity content increases, the maximum cloud width also increases.
Specifically, the width of CH4 increases more significantly than that of N2. In addition, the occurrence
location corresponding to the maximum cloud width moves closer to the leakage port as the impurity
content increases.

4 Conclusion

This study uses the UDMmodel in PHASTsoftware to examine the leakage diffusion characteristics of a
supercritical carbon dioxide pipeline. It focuses on analyzing two important aspects of the primary
components that influence the atmospheric environment and leakage parameters. The factors considered
in the atmospheric environment are atmospheric stability, atmospheric temperature, wind speed, and
surface roughness. The characteristics that affect leakage include leakage pressure, leakage temperature,
leakage aperture, and leakage angle. The primary conclusions are as follows:

(1) The leakage diffusion characteristics of supercritical carbon dioxide pipelines are influenced
primarily by two primary factors: the ambient environment and leakage parameters. Additionally, various
contaminants from different gas sources have similar impacts.

(2) Elevated air temperatures, reduced wind speeds, decreased surface roughness, release temperatures
slightly below critical temperatures, and large leakage apertures greatly facilitate the diffusion of supercritical
carbon dioxide.

(3) Under atmospheric stable D conditions, supercritical carbon dioxide diffusion is most pervasive and
dangerous.

(4) The initial leak angle can have a serious impact on the downwind dispersion of CO2. Under the same
conditions, the furthest downwind distance for a leak angle of 0° is ten times greater than that for a leak angle
of 90°.
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