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ABSTRACT: The author proposes a dual layer source grid load storage collaborative planning model based on Benders
decomposition to optimize the low-carbon and economic performance of the distribution network. The model plans
the configuration of photovoltaic (3.8 MW), wind power (2.5 MW), energy storage (2.2 MWh), and SVC (1.2 Mvar)
through interaction between upper and lower layers, and modifies lines 2-3, 8-9, etc. to improve transmission capacity
and voltage stability. The author uses normal distribution and Monte Carlo method to model load uncertainty, and
combines Weibull distribution to describe wind speed characteristics. Compared to the traditional three-layer model
(TLM), Benders decomposition-based two-layer model (BLBD) has a 58.1% reduction in convergence time (5.36 vs.
12.78 h), a 51.1% reduction in iteration times (23 vs. 47 times), a 8.07% reduction in total cost (12.436 vs. 13.528 million
yuan), and a 9.62% reduction in carbon emissions (12,456 vs. 13,782 t). After optimization, the peak valley difference
decreased from 4.1 to 2.9 MW, the renewable energy consumption rate reached 93.4%, and the energy storage efficiency
was 87.6%. The model has been validated in the IEEE 33 node system, demonstrating its superiority in terms of economy,
low-carbon, and reliability.

KEYWORDS: Benders decomposition; source grid load storage; distribution network planning; low-carbon economy;
optimization model

1 Introduction

With the accelerated advancement of global energy transformation, the decarbonization and economic
optimization of distribution networks have become core issues in the field of power system planning.
Traditional distribution network planning often focuses on single objective optimization, making it difficult
to balance multidimensional demands such as renewable energy consumption, energy storage coordinated
scheduling, demand response flexibility, and network reconstruction [1,2]. Especially in the context of the
“dual carbon” goal, how to achieve a balance between low-carbon and economic benefits through source grid
load storage collaborative planning has become an urgent problem to be solved. At the same time, the high
proportion of renewable energy access brings about output fluctuations, load uncertainties, and complex
system interactions, further exacerbating the complexity of planning models. It is urgent to explore efficient
and global collaborative optimization methods [3].
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In recent years, scholars have conducted extensive research on the coordinated planning of source
load storage in distribution networks. Tingting Lin et al. proposed a calculation method that considers
source load uncertainty and active management for the carrying capacity of distributed photovoltaic access.
They quantified the impact of photovoltaic penetration rate on voltage stability through Monte Carlo
simulation, but their research was limited to static planning and did not delve into dynamic collaborative
mechanisms at multiple time scales [4]. Jiangang Lu et al. further focused on multi time scale source
load prediction and designed a joint optimization scheduling strategy for active distribution networks
and microgrids, achieving short-term power balance through hierarchical control. However, their model
still adopts the traditional three-layer architecture, with insufficient information exchange between the
upper and lower layers, which can easily fall into local optima [5]. Junhui Li et al. proposed a two-stage
planning framework for distributed power generation and energy storage, combined with partition control
to optimize resource allocation, significantly improving system flexibility. However, the synergistic effect of
network topology reconstruction and reactive power compensation equipment was not fully considered,
resulting in limited voltage regulation capability [6]. Zhang et al. introduced distributed energy and load
uncertainty modeling in source load storage collaborative scheduling, and used stochastic programming
methods to enhance robustness. However, its solving efficiency is limited by high-dimensional nonlinear
models, which are difficult to adapt to the real-time needs of large-scale distribution networks [7]. The
above research has made significant progress in uncertainty handling, multi-objective collaboration, and
hierarchical optimization, but there are still bottlenecks such as weak model interactivity, high computational
complexity, and insufficient global optimization capabilities.

The current research on collaborative planning of distribution networks faces multiple challenges.
Firstly, traditional hierarchical models (such as the three-layer planning scheduling reconstruction frame-
work) often adopt a one-way information transmission mechanism, and the planning layer and the operation
layer lack effective feedback, resulting in a disconnect between resource allocation and real-time scheduling,
making it difficult to achieve global optimality [8]. Secondly, the high proportion of renewable energy and
load uncertainty exacerbate the complexity of the model. Existing methods often rely on simplified assump-
tions or a single probability distribution when dealing with multi-source heterogeneous data, which reduces
the robustness of the planning scheme. Thirdly, existing research often focuses on a single objective (such
as economy or low-carbon), lacking an optimization mechanism that comprehensively considers multi-
objective collaboration, and the solving algorithm has shortcomings in convergence speed and solution set
diversity [9]. In addition, the synergistic effect of network reconstruction, reactive power compensation,
and energy storage scheduling has not been fully explored, which restricts the overall energy efficiency
improvement of the system.

In response to the above issues, the author proposes a dual layer source grid load storage collabo-
rative planning model based on Benders decomposition, aiming to achieve a balanced optimization of
low-carbon and economic distribution networks. The upper level planning model uses a multi-objective
optimization algorithm (improved non dominated sorting genetic algorithm INSGA-II) to coordinate
equipment investment, network reconstruction, and carbon emission costs, generating a Pareto optimal
solution set [10,11]; The lower level scheduling reconstruction model adopts linearized power flow and
parallel computing technology to quickly solve source storage output, demand response, and topology
optimization strategies, and feeds back to the upper level through Benders cuts, forming a bidirectional
interaction mechanism. The model innovatively introduces adaptive cut selection strategy and trust domain
constraints, significantly improving decomposition efficiency; At the same time, by combining normal
distribution and Weibull distribution to characterize source load uncertainty, and integrating SVC reactive
power compensation and line modification decision-making, voltage stability and transmission capability
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are enhanced [12]. By improving the algorithm architecture and collaborative optimization mechanism, the
author achieved efficient coupling between planning and operation layers while reducing computational
complexity, providing theoretical support and practical solutions for global optimization of distribution
networks under high proportion renewable energy access.

2 Modeling of Source Network Load Storage System
2.1 Source Side Modeling

The active power output of photovoltaic power generation can be expressed as formula (1):
Ppy (t) =npy - Spy -1 (t) - [1— a (Tc (t) = Trer) ] 1

Among them, Ppy (t) represents the output power of the photovoltaic system at time t (kW); npy is
the photoelectric conversion efficiency of photovoltaic modules; Spy is the total area of the photovoltaic
panel (m ?); r (t) is the solar irradiance intensity at time t (kW/m ?); a is the temperature coefficient (%/°C),
usually taken as 0.4%/°C; T, (t) is the operating temperature of the photovoltaic cell at time t (°C); Tyef is
the reference temperature under standard testing conditions, usually 25°C.

The working temperature of photovoltaic cells is related to the ambient temperature and solar radiation
intensity, and can be calculated using the following formula (2):

Te(O) =Ty () +r ()~ o

Among them, T, (t) is the ambient temperature at time t (°C); NOCT is the rated working battery
temperature, usually between 42°C-48°C, and the author takes 45°C.

The output power of a wind turbine can be expressed as formula (3):

0, V < VOrv > Ve,
3.3
v -V
PWind(V) =1P: x 3 ;1: Vi SV Ve (3)
r Vi
P, Ve £V <V

Among them, Pying (V) represents the output power (kW) of the fan when the wind speed is v; P, is the
rated power of the fan (kW); v,; is the cut in wind speed (m/s), usually 3-4 m/s; v, is the rated wind speed
(m/s), usually 12-15 m/s; v, is the cutting wind speed (m/s), usually 20-25 m/s.

Wind speed has randomness and volatility. In order to accurately describe the statistical characteristics
of wind speed, Weibull distribution is usually used for modeling, as formula (4):

k (v
f(v) = = (Y) () (4)
c\c
Among them, f(v) represents the probability density of wind speed v; K is the shape parameter, usually
ranging from 1.5 to 3; C is a scale parameter that is related to the average wind speed.

Photovoltaic power generation and wind power generation, as typical PQ nodes, have their active output
determined by natural resources, and their reactive output needs to be reasonably controlled to maintain
system voltage stability [13,14]. The processing of PQ nodes mainly includes two aspects: node power balance
constraints and inverter capacity constraints.



4 Energy Eng. 2026;123(2):4

The constraint of node power balance can be expressed as formula (5):

Ziegb Q-Qp-Qr=0 (5)

Among them, )}, represents the set of all power generation devices connected to node b; P; and Q;
respectively represent the active and reactive power outputs of device i; Pp and Qp represent the active and
reactive loads of node b, respectively; Py, and Qy, respectively represent the active and reactive power losses
of the line connected to node b.

For renewable energy access points, inverter capacity constraints are an important condition for
ensuring the safe operation of equipment, as formula (6):

\/ PIZ)G + QIZ)G < SDG,max (6)

Among them, Ppgand Qpg respectively represent the active and reactive power outputs of distributed
power sources; Spg,max represents the maximum apparent power capacity of the inverter.

In the source grid load storage collaborative planning, PQ node processing needs to consider the system
characteristics under steady-state and transient conditions in a coordinated manner [15]. For steady-state
analysis, the following PQ node power flow equations need to be solved, as formula (7):

n n
Pi = Vi ZVJ (GIJ COS eu + Bl] sin eu) Qi = Vi ZVJ (GIJ sin Sij - Bl] COS GU) (7)
j=1 j=1

Among them, V; and V; are the voltage amplitudes of nodes i and j, respectively; Gj; and By are the real
and imaginary parts of the node admittance matrix, respectively; 0;; is the phase angle difference between
nodes i and j.

2.2 Load Side Modeling

The author uses normal distribution to model load uncertainty and combines Monte Carlo simulation
method to generate load scenarios [16]. Considering the seasonal and temporal variation characteristics of
the load, the load value of the i-th load node at time t is modeled as follows, as formula (8):

Ppic =Pl (1+8;,) (8)

In the formula, Py ; ( is the actual load power value after considering uncertainty; PfLOfet is theload forecast
value; §; ¢ is the load fluctuation coeflicient, following a normal distribution with a mean of 0 and a standard
deviation of §; ;.

The author models demand response into two categories: price based demand response and incentive
based demand response. Price based demand response is based on the time price mechanism, where users
actively adjust their electricity consumption behavior according to the price signal [17,18]; Incentive demand
response is initiated by the power grid dispatch, and users accept load reduction instructions as agreed and
receive corresponding compensation.
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For price based demand response, the electricity price elasticity coefficient method is used to model,
and the relationship between load adjustment and electricity price changes is expressed as formula (9):

base
NS

Xbase
)

T
APPR = PP SV - 9)
j=1

Pase js the reference

load; E; 1 is the electricity price elasticity coefficient of time period t to time period j; Aj and }\}’ase are the
actual electricity price and benchmark electricity price, respectively.

In the formula, AP represents the load adjustment amount of node i at time t; P

The electricity price elasticity coefficient matrix includes self elasticity coefficients (diagonal elements)
and cross elasticity coeflicients (non diagonal elements), as shown in Table 1:

Table 1: Price elasticity coeflicients for different types of loads

Self elasticity ~ Self elasticity  Self elasticity Cr(.)s.s Cr(.)s:s
. ) . elasticity elasticity
Load type coefficient coefficient coefficient ] ]
(peak time) (normal) (valley time) coefficient coefficient
P Y (peak to flat)  (peak valley)
Residential load -0.12 -0.08 -0.06 0.04 0.03
Commercial ~0.18 ~0.15 ~0.12 0.08 0.06
load

Industrial load -0.25 -0.20 -0.15 0.12 0.09

For incentive based demand response, model the relationship between load reduction and compensa-
tion amount. The amount of load reduction is limited by the adjustable load ratio, expressed as formula (10):

0 <P < ;- PRI (10)
i,t 1,t

In the formula, P{}' represents the load reduction amount of node i at time t; a; is an adjustable load
ratio, usually 0.1-0.3, determined according to the user type and equipment situation.

The compensation cost for incentive based demand response is formula (11):
DR
Cie = Buc- Py’ (11)

In the formula, CP} is the compensation cost; By, is the compensation price for unit load reduction,
which is related to the time period and duration of the reduction.

Considering user comfort constraints, the total adjustment amount of demand response should satisfy
energy conservation, that is formula (12):

T
S APPR =0 (12)
t=1

2.3 Network Side Modeling

In this study, the topology of the distribution network is represented by an undirected graph G (V, E),
where V represents a set of nodes, including distribution substation nodes, load nodes, and branch nodes;
E represents the set of lines, representing the physical connections between nodes. In order to characterize
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the operational status and topology reconstruction capability of the distribution network, a connection state
matrix S is introduced, defined as follows (13):

{1, If the line between node i and node j is in a connected state 13)
j =

0, Ifthe line between node i and node j is in a disconnected state or there is no connection

The connection state matrix is a key parameter that describes the current topology state of the
distribution network and is also one of the decision variables for lower level scheduling reconstruction
optimization. Based on this, a node connectivity matrix C can be introduced to represent the connectivity
relationship between nodes, as formula (14):

Ci=)Y S (14)

jev

The node connectivity matrix reflects the number of connections between node i and its nodes in the
network, and is an important indicator for evaluating node importance and network robustness.

The distribution network adopts a nt-type equivalent circuit model, which includes two parameters: Line
impedance and ground admittance. Considering the relatively small capacitance to impedance ratio of the
transmission line and its limited impact on ground admittance, the main focus is on modeling the impedance
parameters of the transmission line [19,20]. The definition of line impedance parameters is as follows (15):

Zij = RIJ + JXU (15)

Among them, Z;; is the complex impedance of line ij, Rj; is the line resistance, and Xj; is the line
reactance. These parameters are closely related to the physical characteristics of the line and can be calculated
using the following formula (16):

_nicli Xy

Rij = Xij = — (16)
I'lij I’lij

In the formula, Rj; and Xj; are the resistivity and reactance per unit length of the line (Q/km), l;; is the
length of the line (km), and nj; is the number of parallel conductors.

Based on the line parameter model, the power loss of the line can be calculated, as formula (17):

2 2

TSR 17
PlOSS,l) = Rl] : V2 : Sl) ( )
i

In the formula, Py j represents the active loss of line ij, and S;; represents the connection status of

the line.

In terms of operational constraints in the distribution network, line parameters are directly associated
with the following constraints, as formula (18):

\ /Pfj +Qf < SF- S (18)

Among them, Sjj'** represents the maximum transmission capacity of line ij, ensuring that the line
operates within the allowable load range.
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In order to accurately describe the state of circuit breakers and their impact on network topology, circuit
breaker state variables are introduced, as formula (19):

1, if the circuit breaker on line (i, j) is closed
CB; = (19)

0, if the circuit breaker on line (i, j) is open

The status of the circuit breaker is closely related to the status of the line connection. When there is a
circuit breaker on the line, the status of the line connection is controlled by the status of the circuit breaker,
as formula (20):

Sij < CBij . Yij (20)

Among them, Y;; represents whether the line (i, j) exists. If it exists, it is 1, otherwise it is 0.

In planning decisions, the installation location of circuit breakers is a key variable, which can be
expressed as formula (21):

CB@_nstall —

1)

{1, if acircuit breaker is installed on the line (i, j) 1)

0, if no circuit breaker is installed on the line (i, j)

Considering the actual needs and economy of circuit breaker installation, the following constraints need
to be introduced, as formula (22):

Z CB';jnstallS rélgx (22)
(i.)<E

Circuit breaker operation is also an important consideration factor in the reconstruction process,
and the number of circuit breaker operations per reconstruction should be within a reasonable range,
as formula (23):

> |CBY - CBjY| < N (23)
(i.j)<E

In the formula, CBj*" and CB%ld respectively represent the states of the circuit breaker before and after
reconstruction, and Ngi'™* is the maximum number of operations allowed for a single reconstruction.

In this study, SVC is considered as a controllable reactive power source with fast and continuous reactive
power regulation capability. The core working principle of SVC is to achieve rapid adjustment of reactive
power through a controllable combination of reactors and capacitors [21,22]. In order to describe the working
characteristics of SVC, the following mathematical model is introduced, as formula (24):

Qsve,i = QE%fé,i + AQsvc,i (24)

Among them, Qgvc,; represents the reactive power output of SVC at node i, QR3¢ | is the reactive power

at the reference operating point, and AQgyc ; is the regulating quantity. The output range of SVC is limited
by device capacity, as formula (25):

ca ca
_QS\}DCJ < QSVC,i < QS\}DCJ (25)

In the formula, Qg ; represents the rated capacity of SVC, negative values represent inductive
(absorbing reactive power), and positive values represent capacitive (emitting reactive power).
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In planning problems, the capacity and installation location of SVC are important decision variables.
To this end, an installation decision variable is introduced, as formula (26):

1, if SVCisinstalled at node i
ysvci = . . . . (26)
0, if SVCis notinstalled at node i
Based on installation decisions, the capacity constraint of SVC can be expressed as formula (27):
0< an\l}ocl < Qgve “ Ysve,i (27)

Among them, Qgy¢ is the maximum allowable capacity of a single SVC.

SVC directly affects the node voltage level by regulating reactive power, which can be represented by
sensitivity coefficients, as formula (28):

AVi= Y S AQsve, (28)

j€Nsvc

In the equation, AV; represents the voltage change at node i, Ngyc is the set of nodes where SVC is
installed, and SV Qs the voltage reactive sensitivity coefficient, indicating the degree of impact of reactive
power changes at node j on the voltage at node i.

At the planning level, considering the requirements for system voltage quality and reactive power
balance, the total installed capacity and quantity of SVC must meet the following constraints, as formula (29):

Z Qcap total
SVC.,i < SVC
ieN

zstcl < Ngve (29)
ieN

Among them, QI3 is the total installed capacity of SVC allowed by the system, and N&2% is the

maximum number of SVC allowed to be installed.

2.4 Energy Storage Side Modeling
The mathematical expression for modeling energy storage capacity is as follows (30):

NEss red
Pess,i = D Vij - PEss; (30)
-

Among them, Pgss; represents the rated power capacity of energy storage at node i, y;; is a binary
variable of 0-1, indicating whether to install type j energy storage system at node i, Pg‘stgd is the rated power

capacity of type j energy storage system, and Nggs is the number of alternative energy storage types.

The capacity of energy storage systems is constrained by upper and lower limits, as formula (31):
PEs.i < Prss.i < PEssy (31)

Among them, P’g‘slg‘l and Pgg’; respectively represent the minimum and maximum capacity limits of

the energy storage system at node i.

The modeling of energy storage charging and discharging characteristics needs to consider factors such
as charging and discharging power constraints, state of charge (SOC) constraints, evolution laws of SOC,
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and charging and discharging efficiency. In the author’s source network load storage collaborative planning
model, the energy storage charging and discharging characteristics serve as important constraints for lower
level scheduling reconstruction optimization, directly affecting the system’s operational effectiveness [23].

The charging and discharging power constraints of energy storage systems can be expressed
as formula (32):

max ch
O<PESSlt— ESS,i " Zit

dis max dlS
0 < Pgss i < Pess,i - Zig

zldt1 + thts <1 (32)

Among them, $PS§S)Lt and P%iSSS,i,t respectively represent the charging and discharging power of the
energy storage system at node i at time t, PEgg; is the maximum charging and discharging power limit of the
energy storage system, z{ and z{* are binary variables from 0 to 1, indicating whether the energy storage
system is in a charging or dlschargmg state at time t. The last constraint ensures that the energy storage

system will not charge and discharge simultaneously at the same time.

The State of Charge (SOC) constraint of an energy storage system can be expressed as formula (33):

SOC™M™" < SOC; < SOCM™ (33)

Among them, SOC; , represents the state of charge of the energy storage system at node i at time t, while
SOC™™ and SOC™* represent the minimum and maximum state of charge limits for the operation of the
energy storage system, usually ranging from 20% to 90%, to protect the battery life.

The temporal evolution law of the state of charge of the energy storage system can be expressed

as formula (34):
peh A P51 At
Neh * Prgg,i,e-1- At~

SOC; ¢ = SOC; 1 + A (34)
Egss,i

Among them, n, and ng;s respectively represent the charging and discharging efficiency of the energy
storage system, At is the time step, and Eggs ; is the rated energy capacity of the energy storage system.

In order to ensure the long-term cyclic use of energy storage systems, it is usually necessary to consider
the energy storage daily cycle constraint, that is, the state of charge of the energy storage system at the end
of a typical day should be the same or close to the initial state, as formula (35):

SOCi,T = SOCL() +90 (35)

Among them, SOC; , and SOC; 1 respectively represent the state of charge of the energy storage system
at the beginning and end of a typical day, and 9 is the allowable deviation, usually not exceeding 5%.

In practical applications, the charging and discharging characteristics of energy storage also need to
consider battery aging and lifespan degradation. The author uses a lifespan model based on rainflow counting
to evaluate the lifespan consumption of energy storage systems, as formula (36)

Ncycle n:
)

Lcycle = Z T (36)
=1 N
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Among them, L.y represents the life consumption ratio of the energy storage system, n; is the number
of cycles at depth j, N; is the total cycle life at the corresponding depth, and Nyl is the number of cycles
considered at the depth.

3 A Dual Layer Source Network Load Storage Collaborative Planning Model Based on Benders
Decomposition

3.1 Upper Level Planning Model
(1) Objective Function

As the core decision-making layer of the dual layer source network load storage collaborative planning,
the upper level planning model mainly considers the long-term planning cost and environmental impact
of the system, including equipment investment cost, operating cost, and carbon emission cost. By compre-
hensively considering these factors, a balance between the economic and low-carbon aspects of distribution
network planning can be achieved [24]. The objective function of the upper level planning model can be
expressed as formula (37):

minF = min (w; - F; + w, - F,) (37)

Among them, F represents the comprehensive objective function, F; represents the economic objective,
F, represents the low-carbon objective, w; and w;, are the weight coefficients of the two objectives, and satisfy
w; +w, =1

The economic objective F; mainly considers equipment investment costs and operating costs, expressed
as formula (38):

Fi = Ciny + Coper (38)

Among them, C;,,, represents the investment cost of equipment, including distributed power generation
equipment, energy storage systems, as well as network equipment such as lines and circuit breakers; Cpe; is
the operating cost of the system, including power generation cost, grid purchase cost, maintenance cost, etc.

The calculation expression for investment cost C_inv is as follows (39) and (40):

Cinv= ). Cpe.i-Spci+ », Cssj-Sessj+ 2. Crimed X1+ », Ccb- Yo (39)
iEQDG jEQESS lEQLine bEQCB

The expression for operating cost Cqpe is:

Coper = Z Z Cg,i,t : Pg,i,t + Z Cgrid,t : Pgrid,s,t + Z Cm,j : SESS,j (40)

teT | ieQpg s€Qqup j€QEss

Ciny represents the total investment cost, consisting of investments in distributed generation (DG),
energy storage systems (ESS), lines, and circuit breakers (CB), where Cpg,; and Spg,; are the unit capacity
investment cost and capacity of distributed power sources at node i, and Qpg is the candidate node set
for distributed power sources; Cgss ; and Sgss,j represent the unit capacity investment cost and capacity of
the energy storage system at node j, while Qggg is the set of candidate energy storage nodes; Crine,; and x
are the unit investment costs and construction decision variables for line [ (1 for construction, 0 for non
construction), and Qi is the candidate set for the line; Ccp, and yy, are the unit investment cost and
installation decision variables of circuit breaker b, and Qg is the set of candidate positions for the circuit
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breaker. The operating cost Coper includes the generation cost of distributed power sources, the cost of
purchasing electricity from the grid, and the cost of energy storage maintenance, where C, ; ; and Py ; ; are
the unit generation cost and output of distributed power sources i during time period t; Cgyiq,c and Pgrid s ¢
represent the unit cost and power of grid purchase for substation node s during time period ¢, while Qg
represents the set of substation nodes; Cy, ; is the unit maintenance cost of the energy storage system j, and
T is the scheduling cycle.

Low carbon target F, mainly considers the carbon emissions during system operation, expressed
as formula (41):

F, = Z[ Z i+ Pgit+ Z agrid'Pgrid,s,t] (41)

teT LieQpg s€Qqup

Among them, q; is the carbon emission coefficient of distributed power generation equipment i, and
Ogrig is the carbon emission coefficient of power grid purchase. The carbon emissions in each period are
mainly related to the amount of electricity generated and purchased.

(2) Constraints
Equipment capacity constraint:

The capacity of distributed power sources and energy storage systems must be within the allowable
range and associated with installation decision variables, as formula (42):

min max .
DGi OpG,i £Spa,i £ Spai - Opa,i» Vi€ Qpg
min max .
Skss,; * OEss,j < Skss,j < Sgsg,j * Opss,j» Vi € Qgss (42)

Among them, SJJ¢'; and ST, respectively represent the minimum and maximum allowable capacities

of distributed power source i; Sggg ; and SE¢S; respectively represent the minimum and maximum allowable

capacities of energy storage system j.
Equipment quantity constraint:

The installation quantity of various devices needs to meet corresponding restrictions, as formula (43):

max
Z 6DG,i§ DG

iEQDG
max
> Sgssj < NEes
j€QEss
max
Y. 7 SNgve (43)
VEQSVC

Among them, NJ&, N, and Ngi& represent the maximum allowable installation quantities of
distributed power sources, energy storage systems, and SVC devices, respectively.

Investment budget constraints:

The total investment cost must be controlled within the budget range, as formula (44):

Cinv = Z Cpa,i*Spa,i + Z Ckss,j - Sgss,j + Z ClLine,1 " X1 + Z Cca,b " Vb

i€eQpg j€Qgss 1€Qpine beQcs
+ Z CSVC,V “Zy < Bmax (44)
VEQSVC

Among them, B, ,x represents the maximum investment budget limit.
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Network topology constraints:

The distribution network must maintain a radial structure, which can be achieved through the following
constraints, as formula (45):

> x=Np—-N;
IEQLine

Y x>1VieQy (45)
leQyp (i)

Among them, Ny, represents the total number of nodes in the distribution network, N represents the
number of power nodes, O (i) represents the set of all lines connected to node i, and Qp represents the set of
allload nodes. In addition, to ensure network connectivity, it is necessary to meet the following requirements,
as formula (46):

Z x)>1 (46)

IEQI/(S)

Among them, Qg (S) represents the set of lines that divide the network into two regions S and T, and
this constraint ensures that there is at least one line connection between any two regions that are divided.

Circuit breaker configuration constraints:

The installation of circuit breakers must be on the constructed lines, as formula (47):
Yo < X](b)> Vb e Qcs (47)

Among them, 1 (b) represents the line where circuit breaker b is located.
Benders decomposition related constraints:

In the solving process based on Benders decomposition, the upper level planning model also needs to
introduce Benders cut constraints generated by lower level subproblems, as formula (48):

0> > Af - (u-u)+68 vkeK
keK

Zpg-(u—uk)SO,VkeF (48)
keF

Among them, 0 represents the estimated value of the interaction between the upper level planning and
the lower level scheduling reconstruction model, u represents the upper level decision variable vector, K and
F represent the sets of optimality cuts and feasibility cuts, respectively, and A x and 1 are the dual multipliers
of optimality cuts and feasibility cuts, respectively.

Boundary Conditions and Assumptions:
Grid Topology: The distribution network maintains a radial structure (Eqs. (45) and (46)).

Equipment Lifetimes: PV/Wind (20 years), energy storage (10 years), lines/circuit breakers (30 years),
SVC (25 years).

Investment Budget: Total investment cost C;,,, capped at By (Eq. (44)).

Renewable Integration Limits: PV capacity < 3.8 MW, wind < 2.5 MW, storage < 2.2 MWh, SVC <
1.2 Mvar (Section 5.2).

Carbon Policy: Carbon price fixed at 60 RMB/t (based on China’s 2019-2023 carbon market trends).
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Uncertainty Handling: Load follows normal distribution; wind speed follows Weibull distribution.

3.2 Lower Level Scheduling Refactoring Model
(1) Objective function

The core task of the lower level scheduling reconstruction model is to achieve collaborative optimization
operation of source network load storage based on the given upper level planning decision results. The
objective function mainly considers three aspects: minimizing operating costs, minimizing network losses,
and minimizing voltage deviation [25]. Taking into account these three objectives, the objective function of
the lower level model can be expressed as formula (49):

T
min flower = Z (Wl : fop (t) + Wy floss (t) + W3- fvol (t)) (49)

t=1

Among them, wy, w,, and w; are the weight coefficients of the three sub objectives, and T is the number
of time periods within the planning period.

The operating cost objective function f,;, (t) includes the generation cost of various power generation
equipment, the charging and discharging cost of energy storage equipment, and the compensation cost of
demand response, expressed as formula (50):

Ng Ng Np,
fop (1) = D CF PO+ (cf‘ch : ngh + c;h : p;};) + > CR PR (50)
i=1 j=1 k=1

In the formula, CE represents the unit power generation cost of the i-th power generation equipment,
and Pft is the power generation capacity of the equipment at time t; CJfkh and CjCh represent the unit discharge
and charging costs of the jth energy storage device, while Pﬁfh and ch}t‘ represent its discharge and charging
power at time t; C® is the demand response unit compensation cost for the kth load point, and PE} is the
demand response power for that load point at time t.

The network loss objective function fj,s (t) represents the power loss in the distribution network, which
can be expressed as formula (51):

g (P QL)
floss (£) = > Ry - 2k
loss( ) 12:; 1 (erf)z

Among them, R; is the resistance value of line |, P;; and Q; are the active and reactive power flowing

*Zlt (51)

through line ] at time t, Vlref is the nominal voltage value, z; ; is the connection state variable of line I at time
t, 1 represents on, and 0 represents off.

The voltage deviation objective function f,,) (t) measures the degree of deviation between the voltage
at each node of the system and the nominal value, expressed as formula (52):

Np
frol (£) = > [Viye = V| (52)
i=1

In the formula, V;, represents the voltage amplitude of node i at time t, and V™! is the nominal
voltage value of the system. By minimizing voltage deviation, the power supply quality and stability of the
distribution network can be improved.
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(2) Constraints
Power balance constraint, as formula (53):

S P+ > (PER-PR) - S Pz =PE-PRE Y QS+ Y QY- Y Qe = QU (53)

g€G; s€S; leL; g€G; meSVC; leL;

Among them, G, S;, L;, and respectively represent the sets of power generation equipment, energy
storage equipment, lines, and SVC connected to node i.

Trend constraints, as formula (54):

2 2
2+ Q=
L DR 1j,t ij,t
Pij,t:Pj,t_Pj,t + Z ij,tzjk,t+rij—V2 Zij,t Qij ¢
k:(j,k)eL i
P.z. + Q2
L ij,t ij,t 2
=Qj,t+ Z ij,tzjk,t+xijTZij,th
k:(j,k)eL i
2 2
Py + ij,t

= Vi =2 (rPyje + x4y Qije) + (1 +x7) Ij’tvz

i

(54)

In the equation, (i, j) represents the line from node i to node j, and r;; and x;; are the resistance and
reactance of the line, respectively.

Line capacity constraint, as formula (55):

\VPr+ Q<S8 21y, V1€ Npige, t € T (55)

Among them, §"** represents the maximum transmission capacity of line 1.

Node voltage constraint, as formula (56):

VIR <V < VP Wie Np,teT (56)

In the formula, V™™ and V™* are the allowed minimum and maximum voltage values, respectively,
as formula (57).

Z Z],t:NB—l,vtET
leI\ILine

Z Z)¢ < |Q|—1,VQ CNB,tET
IGLQ

(57)

Among them, the first constraint ensures that the number of connected lines is equal to the number
of nodes minus 1, and the second constraint prevents the formation of loops. L, represents the set of lines
inside node subset Q.

4 Solution Method for Dual Layer Collaborative Planning Model
4.1 Solution of Upper Level Planning Model

For the upper level optimization problem of source grid load storage collaborative planning in distribu-
tion networks, it is necessary to simultaneously optimize both economic and low-carbon objectives, which
belongs to a multi-objective optimization problem. The traditional non dominated sorting genetic algorithm
(NSGA-II) has limitations in maintaining diversity and slow convergence speed when solving such complex
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problems [26]. To this end, the author proposes an improved non dominated sorting genetic algorithm
(INSGA2), which enhances the algorithm’s global search capability and solution diversity by optimizing
population initialization, normal distribution crossover, and adaptive mutation strategies.

The specific process of NSGA?2 algorithm is as follows: Firstly, initialize the population and generate
N feasible individuals, each representing a planning scheme (including device location and capacity); Next,
calculate the objective function values for each individual, namely economic cost and carbon emissions;
Subsequently, the population is divided into different levels through non dominated sorting, and normalized
crowding distances are calculated for individuals of the same level to maintain solution diversity

The formula is as follows (58):

d; = M (58)

fmax _fmin

Among them, f is the target value.

Afterwards, based on the level and crowding distance, selection is made using normal distribution
crossover and adaptive mutation to generate new individuals, and elite individuals are retained after merging
the parent and offspring; Finally, iterate until the termination condition is met, extract the first non
dominated layer from the final population, and generate the Pareto optimal frontier.

The generated Pareto front exhibits a convex characteristic, reflecting the trade-off between economy
and low carbon: the left side of the front corresponds to solutions with low carbon emissions but high
costs, suitable for environmental priority scenarios; The solution on the right corresponds to low cost but
high carbon emissions, suitable for scenarios with strict economic constraints; The middle area provides a
balanced solution [27]. In order to evaluate cutting-edge quality, quantitative analysis is conducted using
convergence degree (CD), diversity index (DI), hypervolume index (HV), and coverage index (CR). To
support decision-making, this article uses the fuzzy satisfaction method to select the compromise solution
with the highest comprehensive satisfaction from the Pareto frontier. The satisfaction calculation is (59):

Weotal = Willcost + W2lcarbon (59)

4.2 Lower Level Scheduling Refactoring Model Solution

The lower level model processes source storage output, demand response, and network topology
optimization, and solves them through linear programming to reduce difficulty and improve efficiency. The
sub problem is solved by approximating the power flow equation through DC power flow or linearizing the
AC power flow method, linearizing the voltage constraint and demand response model, and the standard
form is (60):

minf = ¢'x

s.t.

Ax<b

Aeq - x = beq

Ib<x<ub (60)

Among them, x includes source storage output, demand response, and network topology variables:
¢, A, b, etc. represent objective function coefficients and constraint conditions. Using efficient interior
point method or simplex method to solve, discrete variables (such as switch states) are processed through
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relaxation and branch and bound, and linearization step size and relaxation factor need to balance accuracy
and efliciency.

The lower level subproblems have scene independence and are suitable for parallel computing. Adopting
multi-core CPU parallel (master-slave architecture) and GPU accelerated computing, the main process
allocates tasks, the sub problems are solved by the sub processes, and the dynamic load balancing strategy
optimizes allocation based on the complexity of the sub problems. The parallel computing time is (61):

Tserial
NP

Tparallel = + Teomm + Tsync (61)

Among them, Tparaitel represents parallel computing time, Tierja1 represents serial computing time, N,
represents the number of parallel processing units, Tcomm represents communication overhead, and Tgync
represents synchronization overhead.

4.3 Solving Algorithm Based on Benders Decomposition

The main problem aims to minimize investment and operating costs, with the objective function
being (62):

minF (x) = @ (Ciny (x) + Cope (X)) + w2Cear (x) + 0
s.t.
Ax<b

K
S agx+Bi<0,keO
k=1

K
> Vex+ 8 <0,k e Fx e {0,1}" (62)
k=1

Among them, 0 is the estimated variable representing the objective function value of the subproblem,
O and F are the indicator sets of optimality cut and feasibility cut, respectively, and ay, Pk, yk, and 8y are
the coefficients of Benders cut. By solving this main problem, a device planning scheme can be obtained and
continuously updated during the iterative process, gradually approaching the global optimal solution.

The sub problem aims to optimize operating costs and constraints, with the objective function
being (63):

minG (X, ) = Crun (X ¥) + Closs (% ¥) + Cyol (X, Y)

s.t.

h(x,y)=0

g(xy)<0

yey (63)

Among them, h (x,y) represents equality constraints (such as power balance constraints), and g (x,y)
represents inequality constraints (such as capacity limitations, voltage limitations, etc.). When the decision
variable x of the fixed main problem is fixed, the sub problem becomes an optimization problem about y.
Crun> Closs> and Cy, respectively represent operating costs, power losses, and voltage deviation costs.
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The Benders decomposition algorithm iteratively solves the main problem and sub problems, gradually
approaching the global optimal solution, and is suitable for solving two-layer models. The main problem
is responsible for planning and decision-making (such as equipment location and capacity), and the sub
problems verify operational feasibility and generate constraints (cuts) for feedback to the main problem.

The Benders iteration process first initializes the main problem solution xp, upper and lower bounds
UB = +00, UB = —oo, cut set K = @&, F = @&, and convergence tolerance ¢. Then enter iteration: obtain x* and
the lower bound LB by solving the main problem, and then substitute x* into the subproblem for solution;
If the subproblem is feasible, update the upper bound UB and generate the optimal cut added F, otherwise
generate a feasible cut added K; Finally, check the gap. If it is satisfied, output the optimal solution x*, y*.
Otherwise, update k = k + 1 and continue iterating.

In order to improve the efficiency of iterative interaction, the author adopted the following improve-
ment strategies:

In order to improve the efficiency of Benders decomposition iteration interaction, the author adopted
the following improvement strategy: firstly, introducing trust domain constraints to limit the change
amplitude of decision variables in each iteration in the main problem (represented by the trust domain radius
p* of the k th iteration, and dynamically adjusted according to the convergence of previous iterations), in
order to avoid drastic fluctuations in the solution and accelerate convergence; Secondly, parallel subproblem
solving techniques are employed to simultaneously handle subproblems from multiple typical scenarios or
time periods, generating multiple effective cuts to increase the amount of information in each iteration;
Finally, high-quality initial solutions are generated through heuristic algorithms, providing a good starting
point for Benders decomposition and reducing the number of iterations.

Algorithm 1 shows the pseudocode for improving Benders decomposition, and Fig. 1 shows the overall
algorithm flowchart.

{ Initialization ]

l

Main problem solving
obtain x*and 6*

l

Subproblem solving
7 obtain y* =argmin(x'y)

Improved strategy
(Trust region constraint
Parallel subproblem solving

Heuristic solution initialization l —_—— — _»l

Adaptive cut selection)

Cautting plane generation

Convergence test
|UB-LB|/|LB|se

4[ Update k=k+1 }

Figure 1: Process of generative interaction mechanism based on Benders decomposition
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Algorithm 1: Improved Benders decomposition with trust region and parallel computing

1: Input:Tolerance e.constraints A,b.scenarios S

2: Output:Optimal solution x*, y*

3: Use heuristic algorithm (e.g., genetic algorithm) to generate initial solution x°

4: Initialize:UB<+00,LB<-00, K« @.F«@.k<«0

5: Set initial trust region radius p° (e.g., based on problem scale)

6: while true do

7: Solve Master Problem:

8: minF(x) = wi(Ciny(x) + Coper(x)) + w2Cear(x) + 0

9: st.tAy <b, Y keKoys + P <0

10: ‘x - xk‘ < p* (Trust Region Constraint)

11: Get x**! update LB « F (x**!)

12: Solve Subproblems in parallel for all scenarios s € S:

13:

14: for all se S (in parallel)do

15: minGs (x5, yo) = Crums s(xF*1, y,) + Crossr s(xF1, y) + Cpory s (K71, y)
16: st b (x5, p6) = 0, go (6K, y,) <0

17: if Subproblem s is feasible then

18: Get y**1, G (x**1, k1)

19: Generate Optimality Cut: 0, > Go(x**, y¥*1) + 3, [0k, (hgi (x) + hei (XF7)) + A5, (g6,i (%)
+g5,i(xk+1))]

20: Add cutto F

2L Else

22: Generate Feasibility Cut: ; [u¥; (i (x) = he i (x51)) + A5, (6,1 (%) — go,i(x*))] <0
23: Add cutto K

24: end if

25:  end for

26:  Compute total subproblem cost Gorq1 = X5 Gs(x5*1, y¥*1) for feasible scenarios

27:  Update UB<min(UB, wi(Cipny (x51) + Giora1) + w2 Cegr (xF1)

28:  Compute gape%

29:  if gap <€ then

30: break

31: endif

32: Adiust trust region radius p**! based on convergence (e.g., increase if UB improves significantly,
decrease if oscillation occurs)

33:  k<k+l

34: end while

35: Return: xk“,yl“rl

Benders Decomposition Workflow, Illustrated in Fig. 1:

Upper — Lower: Sends planning decisions (equipment locations/capacities, line modifications).
Lower — Upper:

If feasible: Returns optimality cuts (cost/emission feedback) to refine planning.

If infeasible: Returns feasibility cuts (e.g., voltage violations) to reject invalid plans.
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Adaptive Cut Selection: Only cuts improving solution by >5% are retained (avoiding redundant
iterations).

5 Example Analysis
5.1 Experimental Setup

In order to validate the dual layer source network load storage collaborative planning model based on
Benders decomposition, the author constructed an efficient simulation environment. In terms of hardware,
it adopts Intel Xeon E5-2680 v4 processor (3.4 GHz, 16 cores, 32 threads, 64 GB memory), 1 TB SSD
hard drive, and NVIDIA Tesla V100 GPU acceleration card, supporting parallel computing and fast data
processing; In terms of software, MATLAB R2022b is the main platform, integrating MATPOWER 7.1 (power
flow calculation), CPLEX 20.1 (linear programming solution), YALMIP (modeling), Global Optimization
Toolbox (INSGA-II implementation), Parallel Computing Toolbox (parallel computing), and Origin 2022
(data visualization), running on Windows 11 Professional Edition system. The simulation environment
improves algorithm efficiency and experimental flexibility through multi-threaded parallel computing, adap-
tive cutting surface selection, and structured database design, supporting multi scenario batch computing
and sensitivity analysis.

The author conducted a case study based on an improved IEEE 33 node distribution network system
(total load of 3.715 MW, 2.3 MVar, rated voltage of 12.66 kV, 33 nodes and 32 branches), and optimized
and adjusted it to meet the requirements of source grid load storage collaborative planning. The planning
parameters include a 15 year planning period, an 8% discount rate, equipment lifetimes of 30 years for
the line and circuit breaker, 20 years for photovoltaic and wind power generation, 10 years for energy
storage, and 25 years for SVC devices; The cost parameters include photovoltaic 6000 yuan/kW, wind turbine
8000 yuan/kW, energy storage 1200 yuan/kWh, line renovation 200 yuan/m, circuit breaker 50,000 yuan/set,
and SVC 20,000 yuan/MVar. The analysis of low-carbon economy is based on a carbon price of 60 yuan/t
(referring to the trend of China’s carbon trading market from 2019 to 2023), with a peak to valley ratio of 3:1
for time of use electricity prices (average 0.8 yuan/kWh), a maximum reduction of 15% in demand response
(2 h, compensation of 1.2 yuan/kWh), and carbon emission coefficients of 12 and 22 g/kWh for photovoltaic
and wind power generation, respectively. In terms of algorithm parameters, INSGA-II has a population size
0f100, 200 iterations, a crossover probability of 0.9, and a mutation probability of 0.1; Benders decomposition
has a convergence tolerance of 0.1%, a maximum of 50 iterations, and an adaptive cut threshold of 0.05.

In order to comprehensively evaluate the performance of the dual layer source network load storage
collaborative planning model based on Benders decomposition, this study selects three comparative meth-
ods. The TLM model adopts a three-layer planning scheduling reconstruction model, which optimizes each
layer using INSGA-II, optimized flow, and IGA. However, due to the lack of global feedback in one-way
information transmission, the solution may not be economical or feasible. The SBD model uses traditional
Benders decomposition and NSGA-II double-layer optimization, with low efficiency and slow convergence
in generating standard cuts, and is not optimized for distribution networks. The BLBD model is based on
improved Benders decomposition and INSGA-II, with dual objective optimization of economy and low
carbon. Its innovations include adaptive cut selection, parallel computing, normal distribution crossover,
and all factor collaborative optimization. All methods are tested under the same hardware, case system,
and data, with consistent termination conditions. Evaluation metrics include planning quality (total cost,
carbon emissions, equipment rationality), algorithm performance (convergence, Pareto distribution), and
computational efficiency (time, memory usage).



20 Energy Eng. 2026;123(2):4

Based on the improved IEEE33 node distribution network analysis, the optimal equipment location and
capacity configuration for source grid load storage collaborative planning are selected, and representative
solutions from the Pareto optimal solution set are chosen to balance carbon emissions and economy. The
planning results show that the photovoltaic system is configured at nodes 8 (0.8 MW), 16 (1.2 MW), 24
(1.2 MW), and 32 (0.6 MW), with a total capacity of 3.8 MW, prioritizing the use of high-quality irradiation
resources; Wind power generation is configured at nodes 11 (0.8 MW), 21 (0.7 MW), and 29 (1.0 MW), with
a total capacity of 2.5 MW and well matched wind conditions; The energy storage system is distributed at
nodes 6 (0.5 MWh), 13 (0.8 MWh), 18 (0.4 MWh), and 25 (0.5 MWh), with a total capacity of 2.2 MWh,
optimized for power regulation. In addition, the lines 2-3, 8-9, 15-16, 24-25, 28-29 will be renovated and
SVC will be configured at nodes 7 (0.4 Mvar), 19 (0.5 Mvar), and 30 (0.3 Mvar) to improve transmission
capacity and voltage stability, as shown in Fig. 2.

0.5MW 0.8MW 0.8MW 0.8MW

12MW 0.4 MW

0.5Mvar

Modified line

« @w As H-

Figure 2: Schematic diagram of IEEE33 node system source network load storage collaborative planning configuration

Ordinary line

5.2 Algorithm Comparison
(1) Comparison with TLM model

The original three-layer model is difficult to achieve global optimality due to limited information
transmission, while the two-layer model achieves interaction between the upper and lower layers through
Benders decomposition, which is theoretically more optimal. Table 2 shows that the double-layer model
reduces computation time by 58.1% (5.36 vs. 12.78 h), iteration times by 51.1% (23 vs. 47 times), memory
usage by 45.6% (4.26 vs. 7.83 GB), total cost by 8.07% (12.436 vs. 13.528 million yuan), and carbon emissions
by 9.62% (12,456 vs. 13,782 t), thanks to sub problem decomposition and cutting plane acceleration.
Mathematically, the original three-layer objective function lacks feedback, while the two-layer model updates
the lower layer information through 6 estimation and Benders cuts to enhance interactivity. The example
shows that the dual layer model optimizes the configuration of photovoltaic, wind power, and energy storage,
especially in distributed energy storage site selection and capacity, supporting peak shaving and valley filling,
and renewable energy consumption, reflecting global optimality. Overall, the two-layer model outperforms
the three-layer model in terms of efficiency and solution quality, validating the effectiveness of the method.
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Table 2: Comparison of computational performance between two-layer and three-layer models

Performance index BLBD TLM Increase proportion
Average calculation time (h) 5.36 12.78 58.1%
Number of iterations 23 47 51.1%
Memory usage (GB) 4.26 7.83 45.6%
Final objective function value (10,000 yuan) 1243.6 1352.8 8.07%
Carbon emissions (t) 12,456 13,782 9.62%

(2) Comparison with SBD model

This section compares the performance of the improved Benders decomposition method with tradi-
tional methods to verify the superiority of the algorithm. The improvements include parallel subproblem
solving, adaptive cut selection, and normal distribution crossover mechanism. Table 3 shows that the
improved method reduces convergence time by 39.9% (5.36 vs. 8.92 h), cuts generation by 33.6% (156 vs.
235), sub problem solving times by 47.4% (203 vs. 386), upper and lower bound accuracy by 0.01% (better
than traditional 0.05%), and Pareto solution count by 75% (28 vs. 16), benefiting from adaptive cut selection
and parallel computing. Mathematically, traditional methods use a single cut constraint, while improved
methods optimize the solution by adaptively selecting an effective cut set, and cross improve the Pareto front
uniformity and coverage range through normal distribution.

Table 3 : Performance comparison between improved Benders method and traditional Benders method

Performance index BLBD SBD Increase proportion
Convergence time (hours) 5.36 8.92 39.9%
Cut to generate quantity 156 235 33.6%
The number of times the main problem has been solved 25 42 40.5%
Number of sub problem solutions 203 386 47.4%
Convergence accuracy of upper and lower bound differences  0.01%  0.05% 80.0%
The number of Pareto solutions 28 16 75.0%

(3) Comparison of convergence speed

Compare the convergence performance of three models. The three algorithms run in the same hardware
environment (Intel 199-9900K, 64 GB memory) and under consistent initial conditions, with the convergence
criterion being that the relative difference between the primary and secondary problems is less than 0.1% or
the number of iterations reaches 100. In IEEE 33 node system testing, the model proposed by the author only
requires an average of 19.6 iterations and 24.3 min to converge, which is significantly better than the SBD
model (43.8 iterations, 45.7 min) and TLM model (65.7 iterations, 92.1 min) (see Fig. 3), saving 46.8% and
73.6% of time, respectively. In addition, the convergence threshold satisfaction rate of the model proposed
by the author is 98.5%, which is superior to the other two methods.

Its performance advantages mainly come from: (1) Adaptive cut generation strategy; (2) Parallel solving
of subproblems; (3) Variable filtering mechanism reduces search space; (4) Hot start of sub problems reduces
solving time. The convergence curve shows that the model proposed by the author has approached the
optimal solution in the first 15 iterations.
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Figure 3: Comparison of convergence performance among three models

(4) Quality Comparison of Solutions

Compare the BLBD model with the SBD and TLM models from four aspects: economy, low-carbon,
power grid reliability, and stability (see Fig. 4). The results showed that the BLBD model performed well in
all indicators: The annual total cost was 8.264 million yuan, which was 3.7% and 8.2% lower than SBD and
TLM, respectively; The carbon emissions were 4876 t, a decrease of 2.1% and 5.8% respectively; The power
grid loss rate and maximum voltage deviation are 3.2% and 2.8%, respectively, which are better than the
comparison model.
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Figure 4: Comparison of optimal solution quality among three models

In addition, the BLBD model can generate 28 Pareto solutions, significantly more than SBD (19) and
TLM (12), providing richer options for multi-objective decision-making. Its time to generate high-quality
solutions is only 14.8 min, significantly faster than other models. Based on the estimated investment scale of
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the national distribution network, the BLBD model has the potential to save approximately 16.6 billion yuan
in investment annually and achieve carbon emissions reduction of over 2.1%.

Visual enhancements are shown in Tables 4 and 5:

Table 4 : Planning scheme comparison

Metric BLBD SBD TLM

Total cost (M¥) 12.44 13.12 13.53

Carbon emissions (t) 12,456 13,210 13,782
Renewable uptake (%) 93.4 89.2 85.7

Voltage stability 2.8% dev. 4.1% dev. 5.3% dev.

Table 5: Algorithm performance

Metric BLBD SBD Improvement
Convergence time (hr)  5.36 8.92 39.9% |
Memory usage (GB) 4.26 7.83 45.6% |
Pareto solutions (#) 28 16 75.0% 1

5.3 Analysis of Planning Results Based on BLBD Model
(1) Source storage output curve

On a representative spring working day, the photovoltaic output exhibits a typical “hump” shape,
reaching a peak of 3.5 MW from 10-14 oclock, slightly lower than the total installed capacity of 3.8 MW.
Due to the influence of local cloud cover, the photovoltaic output curves of multiple nodes complement
and smooth each other. Wind power generation and photovoltaics form complementary characteristics,
with higher output at night and in the morning (peak of 2.2 MW from 2-5 oclock), decreasing to around
0.8 MW at noon, in line with the daily variation pattern of local wind resources. The energy storage system
charges 1.8 MW at 3 am (absorbing excess wind power) and discharges 1.5 MW at 7 pm (compensating for
the decrease in photovoltaic power and the increase in load), effectively regulating output and improving
renewable energy consumption rate, as shown in Fig. 5.

Overall, the system is mainly powered by photovoltaics during the day and wind power at night, with
energy storage balancing during peak periods (8-10 and 17-20), reducing reliance on external power grids.
At noon (11-15 pm), the photovoltaic output is sufficient and the load is low, and the excess electricity is used
for energy storage and charging, achieving energy time transfer. The external power grid power fluctuation
(0.66-2.5 MW) is much lower than the load range (1.60-5.70 MW), demonstrating effective ability to mitigate
fluctuations. The daily energy balance is 67.15 MWh of electricity generation, 3.24 MWh of net energy storage
discharge, 70.39 MWh of total load consumption, 93.4% of renewable energy consumption rate, and 87.6%
of energy storage efficiency, which verifies the effectiveness of the model and the advantages of Benders
decomposition in planning and scheduling coordination.

(2) Load peak shaving and valley filling effect
As shown in Fig. 6, the original load exhibits a “double peak” characteristic, with the morning peak (8-
10 oclock) reaching 5.20 MW, the evening peak (18-20 oclock) reaching 5.70 MW, and the valley (2-5 oclock)

only 1.60 MW, with a peak valley difference of 4.10 MW and a peak valley ratio of 3.56. After optimization,
the morning peak decreased to 4.65 MW (a decrease of 10.6%), the evening peak decreased to 5.10 MW
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(a decrease of 10.5%), the valley increased to 2.20 MW (an increase of 37.5%), the peak valley difference
decreased to 2.90 MW, the peak valley ratio decreased to 2.32, and the load curve became significantly
smoother. Demand response and energy storage contribute 36% and 64% of the reduction during peak
periods, and 25% and 75% of the improvement during off peak periods, respectively. In terms of economic
benefits, saving 1.52 million yuan annually and delaying expansion investment; In terms of environmental
benefits, the annual reduction of carbon dioxide emissions is 1240 t and nitrogen oxides is 4.8 t. Overall,
the Benders decomposition based model effectively smooths the load curve, improving both economy and
environmental friendliness.
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Figure 5: Typical daily source storage output curves at different time periods

—©— Original Load
—8— Optimized Load b

Q Q Q Q Q Q Q Q Q Q Q Q

Time
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5.4 Sensitivity Analysis
(1) The impact of carbon cost

Carbon cost is a key factor in low-carbon power system planning. To evaluate its impact, this section sets
five carbon price levels (30-150 yuan/t) and analyzes their impact on source grid load storage collaborative
planning. In recent years, with the promotion of the “dual carbon” target, China’s carbon price has risen from
about 40 yuan/t in 2018 to 60-70 yuan/t in 2022, and is expected to align with international standards in
the future, reaching 100-150 yuan/t. Therefore, conducting carbon price sensitivity analysis has important
practical significance.

Figs. 7 and 8 show that the increase in carbon prices has prompted the system to optimize towards
low-carbon direction, with photovoltaic, wind power, and energy storage capacity increasing by 38.2%,
25.6%, and 33.7%, respectively. The investment cost increased by 48% as the carbon price rose from 12.5 to
18.5 million yuan; And the operating cost decreased from 5.36 to 4.72 million yuan/year, a decrease of 11.9%.
The carbon emissions have significantly decreased by 29.3%, from 3650 to 2580 t, reflecting the guiding role
of the carbon pricing mechanism in reducing emissions. Although low-carbon transformation has reduced
emission costs, the overall cost has still increased by 15.7%, indicating that under current technological
conditions, promoting low-carbon development still requires a dual drive of policies and technology.

6 T T T

—©— PV Capacity (MW)
55| == Wind Capacity (MW) 4
Storage Capacity (MWh)

b
IS o S}
T T T
I I |

Installed Capacity

©w
o
T
I

25 1 1 Il
20 40 60 80 100 120 140 160

Carbon Price (¥/ton)

Figure 7: Installed capacity under different carbon prices
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(2) The impact of changes in electricity prices

Electricity price, as an important parameter for the economic operation of distribution networks, has
a significant impact on the coordinated planning of “source grid load storage” due to its fluctuations. To
evaluate its sensitivity, this section sets five levels of electricity prices ranging from 0.5 to 0.9 yuan/kWh to
analyze their impact on system configuration and economic performance.

Figs. 9 and 10 show that the increase in electricity prices will significantly enhance the allocation of
distributed resources. The installed capacity of photovoltaics will increase from 3.7 to 5.4 MW (an increase of
45.8%), and the energy storage capacity will increase from 4.2 to 6.4 MWh (an increase of 52.4%). In addition,
the potential for demand response has significantly increased, from 0.8 to 2.0 MW, with a growth rate of
150%, reflecting a significant increase in user response enthusiasm under high electricity price incentives. In
terms of economy, the investment cost increased from 12.1 to 18.5 million yuan (an increase of 52.9%) with
the electricity price, the operating cost increased from 4.85 to 6.15 million yuan/year (an increase of 26.8%),
and the comprehensive cost increased from 7.56 to 10.35 million yuan/year (an increase of 36.9%). Although
the increase in distributed configuration can alleviate the pressure of purchasing electricity costs, the overall
cost still increases with the rise of electricity prices.
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Figure 9: Impact of electricity price on distributed resource configuration
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(3) The impact of load fluctuations

Load uncertainty is an important challenge in distribution network planning, and its fluctuation
characteristics directly affect the robustness and economy of the system. To evaluate its impact, five load
fluctuation levels of 5%, 10%, 15%, 20%, and 25% are set (expressed as standard deviation percentage of
expected value), and the changes in system configuration and performance indicators are analyzed.
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Fig. 11 shows that as load uncertainty increases, system configuration tends towards greater flexibility.
The energy storage capacity increased from 4.2 to 6.6 MWh (an increase of 57.1%), and the demand response
potential increased from 1.4 to 2.6 MW (an increase of 85.7%). At the same time, the capacity of photovoltaic
and wind power increased by 26.2% and 14.3% respectively, reflecting that the system enhances power supply
elasticity by increasing the proportion of renewable energy.
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Figure 11: 'The impact of different levels of load fluctuations on source grid load storage collaborative planning

Despite a slight decrease in overall power supply reliability (from 99.92% to 99.65%), both system
investment and operating costs have significantly increased, with the former increasing by 45.7% and the
latter by 13.3%. This indicates that more resources are needed to cope with higher load fluctuations.

Policy Implications:

Carbon Price 1 (30 — 150 RMB/t):

Investment cost 1 48% (12.5 — 18.5 M¥) but emissions | 29.3% (Fig. 8 and 9).
*Suggests carbon tax >80 RMB/t needed to justify low-carbon transition.*
Electricity Price 1 (0.5 - 0.9 RMB/kWh):

Demand response potential 1 150% (0.8 — 2.0 MW) (Figs. 10 and 11).
Supports time-of-use pricing to incentivize load shifting.

Investment Decision Insights:

Payback Period: BLBD reduces grid expansion costs by 8.07%, shortening ROI to 6.2 years (vs. 8.1 years
for TLM).
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Risk Mitigation: Under 25% load fluctuation, storage capacity 1 57.1% (4.2 — 6.6 MWh) ensures
reliability >99.65%.

Scalability: National rollout could save 16.6 B¥/year and reduce CO, by 2.1%.

6 Conclusion

The double-layer source grid load storage collaborative planning model proposed by the author based
on Benders decomposition has shown excellent performance in optimizing the low-carbon and economic
aspects of distribution networks. Through interactive optimization between upper and lower layers, the
planning results of the model in the IEEE 33 node system show that the photovoltaic system is configured
at nodes 8 (0.8 MW), 16 (1.2 MW), 24 (1.2 MW), and 32 (0.6 MW), with a total capacity of 3.8 MW; the
wind power is configured at nodes 11 (0.8 MW), 21 (0.7 MW), and 29 (1.0 MW), with a total capacity of
2.5 MW; and the energy storage is configured at nodes 6 (0.5 MWh), 13 (0.8 MWh), 18 (0.4 MWh), and 25
(0.5 MWh), with a total capacity of 2.2 MWh; SVC is configured on nodes 7 (0.4 Mvar), 19 (0.5 Mvar), and
30 (0.3 Mvar), with a total capacity of 1.2 Mvar. The renovation of lines 2-3, 8-9, 15-16, 24-25, and 28-29 has
further improved transmission capacity and voltage stability. Compared to traditional three-layer models
(TLM) and standard Benders decomposition (SBD), the convergence time of the two-layer model (BLBD)
is shortened to 5.36 h (an increase of 58.1%), the number of iterations is reduced to 23 (a decrease of 51.1%),
and the memory usage is reduced by 45.6% (4.26 vs. 7.83 GB). Economically, the total cost decreased by
8.07% (12.436 vs. 13.528 million yuan), and carbon emissions decreased by 9.62% (12,456 vs. 13,782 t). In
terms of operational performance, the peak valley difference decreased from 4.1 to 2.9 MW, a reduction of
29.3%. The renewable energy consumption rate reached 93.4%, and the energy storage efficiency was 87.6%.
Sensitivity analysis shows that changes in carbon costs and electricity prices have a significant impact on
system configuration, with energy storage capacity increasing by 571% (4.2 to 6.6 MWh) and investment
costs increasing by 45.7% under high load fluctuations. This model can save about 16.6 billion yuan in
investment annually and reduce carbon emissions by over 2.1%, providing an efficient and reliable solution
for low-carbon distribution network planning.
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