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ABSTRACT

A hydrogen energy storage system (HESS) is one of the many rising modern green innovations, using excess energy
to generate hydrogen and storing it for various purposes. With that, there have been many discussions about
commercializing HESS and improving it further. However, the design and sizing process can be overwhelming
to comprehend with various sources to examine, and understanding optimal design methodologies is crucial
to optimize a HESS design. With that, this review aims to collect and analyse a wide range of HESS studies to
summarise recent studies. Two different collections of studies are studied, one was sourced by the main author for
preliminary readings, and another was obtained via VOSViewer. The findings from the Web of Science platform
were also examined for a more comprehensive understanding. Major findings include the People’s Republic of China
has been active in HESS research, as most works and active organizations originate from this country. HESS has
been mainly researched to support power generation and balance load demands, with financial analysis being the
common scope of analysis. MATLAB is a common tool used for HESS design, modelling, and optimization as it can
handle complex calculations. Artificial neural network (ANN) has the potential to be used to model the HESS, but
additional review is required as a form of future work. From a commercialization perspective, pressurized hydrogen
tanks are ideal for hydrogen storage in a HESS, but other methods can be considered after additional research and
development. From this review, it can be implied that modelling works will be the way forward for HESS research,
but extensive collaborations and additional review are needed. Overall, this review summarized various takeaways
that future research works on HESS can use.
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AFC Alkaline Fuel Cell
ANN Artificial Neural Network
ANN-GA Artificial Neural Network-Genetic Algorithm
ASEAN Association of Southeast Asian Countries
BESS Battery Energy Storage System
COE Cost of Energy
CA Cultural Algorithm
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DC Direct Current
DMFC Direct Methanol Fuel Cell
EMS Energy Management Systems
ESS Energy Storage System
FC Fuel Cell
GA Genetic Algorithm
GA-PSO Genetic Algorithm-Particle Swarm Optimization
GHG Greenhouse Gas
HRES Hybrid Renewable Energy System
HESS Hydrogen Energy Storage System
ICE Internal Combustion Engine
LMS Least Mean Square
LCOE Levelized Cost of Energy
LOCs Liquid Organic Carriers
LPSP Loss of Power Supply Probability
MILP Mixed-Integer Linear Programming
MCFC Molten Carbonate Fuel Cell
MOPSO Multi-Objective Particle Swarm Optimization
NSGA-II Non-Dominated Sorting Genetic Algorithm II
PSO Particle Swarm Optimization
PAFC Phosphoric Acid Fuel Cell
P2G Power-2-Gas
PtP Power-to-Power
RE Renewable Energy
SLO Sea Lion Optimizer
SOFC Solid Oxide Fuel Cell
SMES Super Conducting Magnetic Energy Storage
USA United States of America

1 Introduction

In this modern age, energy generation from renewable sources has become a necessity for major
stakeholders to provide clean and sustainable energy. Renewable sources such as solar, hydropower,
and biomass have been utilized and commercialized by electrical utility companies. This has led to
increased penetration of renewable energy (RE) in grids, as seen in members of the Association of
Southeast Asian Countries (ASEAN) expected to increase their respective generation capacities by
2023 and certain European countries increased their respective RE penetration to the grid by more
than 50% [1]. With that, an increase in power generation may cause excess or insufficient energy within
a power system, especially with intermittent sources such as solar and wind [2]. Excess energy will get
wasted if it is not used when it could be used at moments of higher energy demands. Not only that but
grid stability can be affected when there is a high penetration of renewable sources, with up to 20%
penetration of intermittent renewable sources having the potential to destabilize the grid [3]. Hence
an energy storage system (ESS) is crucial to minimize economic losses while addressing possible grid
disruptions such as instability [4].

As the name suggests, an ESS stores excess energy and releases it when necessary. The stored
energy can be in various forms, depending on the type of ESS used. Storage types can range from
hydropower via pumped hydro energy storage, superconducting magnetic energy storage (SMES),
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batteries, and hydrogen energy [5]. Hydrogen energy is highly favoured as hydrogen itself can be used
for various purposes such as electric mobility. A hydrogen energy system would mainly contain a
fuel cell (FC) to generate electricity from hydrogen, a hydrogen tank to store excess hydrogen, and a
mechanism to generate hydrogen [6]. This mechanism can be either a reformer which takes in gaseous
sources [7,8] or electrolysers which perform electrolysis on water to obtain hydrogen [6]. The former
may need carbon-heavy sources, hence not favoured in a race for carbon neutrality. This makes the
hydrogen energy storage system (HESS) an ideal choice to decarbonise a grid while allowing increased
capacity of RE generation. Hydrogen storage can also be further categorized depending on how the
hydrogen is stored, such as in the form of metal hydrides [9] or gaseous state [10]. The storage method
would depend on the usage of hydrogen as hydrogen can be used in various methods, such as using
magnesium hydrides for automotive applications [9] and combustion of hydrogen gas [10]. Besides
energy storage and opening wider hydrogen applications, HESS can be used for matters such as power
quality management and peak shaving.

Naturally, ESS would have challenges of its own such as low acceptance towards ESS from the
industry and financial feasibility [5]. Sizing of ESS is another major challenge as proper sizing of ESS
can increase the efficiency of ESS and minimize energy curtailment [4]. However, with a variety of
works being done, it can be overwhelming to identify the proper sizing method for an ESS, as there
are various uncertainties such as power generation and load demand [8]. With hydrogen becoming
an important key for green development, optimal design methods for HESS are necessary for future
researchers and designers. On top of this, there has yet to be a review of design methodologies for
HESS in recent years.

With that, this review paper investigates the design and analysis methodologies of HESS. Through
this review, a better understanding of the recent developments of HESS can be understood from the
academic research point of view as well as the necessary technical and supporting knowledge such as
the types of hydrogen produced. A literature review would be done, along with preliminary sourcing
of recent works for initial understanding and to provide a basis for comparisons with the works that
would be sourced from Web of Science via VOSViewer. The results from VOSViewer would then be
analysed to provide an answer to each of the objectives of this review.

This review will elaborate deeply on the technical knowledge regarding HESS as well as the
technical and economic parameters analysed, hence beneficial for researchers who are new to this
topic. The modelling methodologies would also be elaborated and summarized based on sourced
materials, further helping those who are new and unfamiliar with HESS. Finally, another unique
characteristic of this review is that a comparison between the sourced recent works from the literature
review would be compared with the sourced recent works selected from the collected materials by Web
of Science, allowing a comparison of what was done and examined by various researchers.

2 Components and Progress of Hydrogen Energy Storage System

Fundamentally, a HESS would need a hydrogen generation system and a hydrogen storage system.
Hydrogen is a versatile medium and can be used in various applications. In the context of this review,
HESS acts as an energy supplier as well, hence a power generation system such as FC that uses
hydrogen as its fuel source is considered as well. On top of these major systems, a balance of systems
such as water treatment systems, gas compressors and expansion valves, and energy management
systems (EMS) are required for the optimal function of the HESS [11–13]. Regardless, this section
will cover the three previously mentioned major systems, which are the FC, hydrogen generation,
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and hydrogen storage. This section will also cover recent works on HESS, as well as optimization
methodologies used to optimize the designed HESS.

2.1 Fuel Cell
An FC is a device that converts chemical energy from hydrogen into electrical energy via an

ionization process [6,14]. As stated in a review by Yue et al. [6], when hydrogen is supplied to the FC,
ionization occurs, generating electrons which flow within a circuit, hence producing electrical current
for the electrical equipment. Electricity generated by the FC is direct current (DC), hence a drop in
the DC voltage generated may cause overmodulation between the grid and FC, distorting the output
waveform [15]. The ionization process and how electricity is generated from FC can be illustrated via
a general diagram of the FC below, Fig. 1 [13,16,17].

Figure 1: General structure of fuel cell. Adapted from References [13,16,17]

Hydrogen is supplied to the anode side of the FC as its fuel source whereas oxygen is supplied to
the cathode side of the FC [13,16,17]. When hydrogen reaches the anode, hydrogen releases electrons
which travel through the electrical load via an external circuit. The electrons would reach the cathode
side of the FC, undergoing a chemical reaction with protons and oxygen to produce water and heat due
to the chemical reaction [13,16]. The electrolyte is responsible for enabling the movement of hydrogen
ions between the anode and cathode [17]. The chemical equations involved in the functional concept
of FC can be summarized in Table 1, as observed below [16].

Table 1: Chemical equations for functional concept of FC

Area Chemical equation

Anode H2 → 2H+ + 2e− (1)

Cathode
1
2

O2 + 2H+ + 2e− → H2O (2)

Overall H2 + 1
2

O2 → H2O (3)
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As technology advances, so too a variety of FCs have been introduced. Examples of FCs include
permeable exchange membrane fuel cells (PEMFC), alkaline fuel cells (AFC), solid oxide fuel cells
(SOFC), molten carbonate fuel cells (MCFC), and phosphoric acid fuel cells (PAFC) [18]. The type
of FC to be used is dependent on what electrolyte is being used. For example, MCFC will have alkali
carbonate as its electrolyte whereas SOFC uses solid-non-porous metal oxide [19]. As different FCs
have different internal components, it is common to have various studies on them such as heat transfer
modelling, system integration, and materials [20]. The different internal components may lead to each
FC having unique characteristics, such as a direct methanol fuel cell (DMFC) needing methanol as its
input instead of hydrogen and an MCFC releasing carbon dioxide as its reactant [21].

As a component responsible for producing electricity, FC is vital in a HESS should hydrogen be
used for a power-to-power (PtP) concept. The overmodulation issue presented by Guo et al. [15] can
contribute to harmonics and oscillation which can cascade to the grid system. Guo has presented a
possible solution in the form of a rate limiter for active power to prevent overmodulation. Besides this
characteristic, its high cost must be addressed to further enable a hydrogen economy [17,19].

Most of the credit towards the invention of FC goes to Welsh chemical physicist Sir William Robert
Grove [22,23]. He discovered that an electrical current is generated and flows through an external
circuit when two platinum electrodes are immersed in a dilute sulfuric acid solution and there is a
chemical reaction between hydrogen and oxygen gases. This “gas battery” model would be named the
“Grove Cell” and became the basis of FC today. Even before this discovery came, Humphry Davy
contributed to the concept of FC as well in the early 19th century [23].

2.2 Hydrogen Generation
Splitting of ions via electrolysis has always been the common consideration for hydrogen genera-

tion to encourage decarbonization initiatives. However, recent advances have diversified the methods
of generating hydrogen on top of pre-existing methodologies. A review of recent technologies for
hydrogen generation by Faye et al. [24] identified several methods which can be considered. Refor-
mation into either hydrocarbon or steam can be used if non-renewable sources such as fossil fuel are
being used and methods such as gasification are suitable if renewable sources are being used. On top
of this, there are methods such as thermolysis and photolysis [25]. Regardless, due to the abundance of
water and encouraged decarbonization initiatives, electrolysis on water is still considered a reasonable
method.

Depending on the source used and production methodology, the production method can be
categorized accordingly, as presented in a review by Ishaq et al. [26]. Blue hydrogen is defined as using
carbon-heavy resources to produce hydrogen, such as gas reformation and coal gasification. Purple
hydrogen utilizes nuclear energy [26] whereas green hydrogen relies on RE and electrolysis [27]. The
other types of hydrogen such as grey and brown hydrogen [16,26–28] can be tabulated in Table 2, as
shown below, and their respective brief explanation.

Table 2: Different types of hydrogen produced

Type of hydrogen Description

Blue Produced via methods such as reformation or gasification from
carbon-heavy resources but process included carbon capture.

(Continued)
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Table 2 (continued)

Type of hydrogen Description

Green Produced via electrolysis of water with usage of renewable power. No
carbon dioxide or greenhouse gas (GHG) emissions.

Grey Produced from carbon-heavy resources via reformation. No carbon
capture, hence higher carbon dioxide and GHG emissions.

Purple Produced with the usage of nuclear energy. Heat from production of
nuclear energy is used for other hydrogen generation methods.

Brown Produced from the gasification of brown coal. High carbon dioxide and
GHG emission.

A review by Sarker et al. [25] found that most hydrogen produced is blue hydrogen from natural
gas, with the remainder mostly being grey hydrogen produced from coal. Regardless, hydrogen
generation with minimal to no emission is still an important element towards sustainable development,
and this sentiment is shared in other various reviews [27,28]. With that, green hydrogen has the
potential to be an important element to achieve long-term sustainable development.

Due to the need to enable optimal hydrogen production, research on utilizing algorithms to
optimize hydrogen production systems was done, specifically with Artificial Neural Network (ANN)
[29]. According to a review by Mohammad, ANN models can study and generalize non-linear
relationships between inputs and outputs. This makes ANN models adaptive to unclear inputs and
produces accurate results. However, the authors did bring up various challenges in using ANN, namely
quantity and accuracy of data, misassumptions, poor decision-making, and economic constraints. The
authors have also proposed implementing hybrid methodologies, such as combining ANN with other
algorithms to improve the results of a study.

2.3 Storage Devices
After hydrogen is produced, a storage system is required so the installed FC would have an

immediate supply for electricity generation when hydrogen consumption needs to be higher than
hydrogen production. With that, various storage methods have been developed and investigated,
ranging from pressurized tanks to underground caverns.

Compressed hydrogen storage is one of the older techniques, with its usage first documented
around 1880 for military purposes, with hydrogen stored at a pressure of 12 MPa in steel cylinders
[14]. Technological advancements have enabled compressed hydrogen stored at higher pressure levels,
such as up to 70 MPa. This method of storage is deemed the simplest method for hydrogen
storage due to no chemical reactions needed, hence went through rapid development and achieved
technological maturity [30,31]. Compressed hydrogen storage is characterized by its low cost and
energy consumption; however, it presents a few possible safety hazards due to possible hydrogen
leaks [27,31]. Depending on the technical requirements and purpose, various steel cylinders have
been commercialized; namely Type I, Type II, Type III, and Type IV [30,32]; their respective main
characteristics are tabulated as shown in Table 3 below.
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Table 3: Types of hydrogen tanks

Type Main characteristic

I Pressure vessel made of metal. Simplest structure, but lowest maximum storage
pressure and volumetric energy density.

II Pressure vessel made of thick metallic liner hoop wrapped with a fibre-resin
composite. Metal composite liners enhance the mechanical strength of the tank,
catering for higher pressure levels. Slightly higher technical ratings than Type I
tank.

III Pressure vessel made of a metallic liner fully wrapped with a fibre-resin composite.
Liner acts as sealing agent, with the composite handling the mechanical load of
tank.

IV Pressure vessel made of polymeric liner fully wrapped with a fibre-resin composite.
Due to composite materials, they are lightweight, making them ideal for mobile
applications. Highest technical ratings among commercially available hydrogen
tanks.

Besides the gaseous state, hydrogen can also be stored in a liquid state. Liquid hydrogen storage
would involve cryogenic technology, where liquid hydrogen is cooled and kept under a very low
temperature of 21.2 K due to the low critical temperature of hydrogen of 33 K [14]. Storing hydrogen at
a temperature lower than the critical temperature would prevent hydrogen from returning to its original
gaseous state. The liquefaction process of hydrogen is time-consuming and energy-intensive [27,30],
but it offers better safety and storage duration than compressed hydrogen storage [14]. A review led by
Ma et al. [33] commented that liquid hydrogen storage is very promising as a hydrogen storage method
due to its large gravimetric energy density and low volumetric densities. Liquefaction and compressed
hydrogen storage are the most established and common methods used as current practices [34].

Another method used to store hydrogen by bonding hydrogen with metals via chemical reactions,
creating metal hydrides which make it easier to transport hydrogen. Metal hydrides have been
explored since the late 1960s due to the fuel crisis encouraging the development of hydrogen-focused
transportation systems [14]. Since then, researchers have explored metal hydrides for a wide range
of applications due to their various advantages such as environmentally benign and high volumetric
storage [34,35]. The general concept about metal hydrides is that hydrogen separates itself into atoms
that would enter the metallic lattice of its attached metal as atoms, diffusing itself through the
material and becoming a metal hydride after some modifications to the lattice structure of the metal
[14]. Different metal hydrides offer different characteristics, hence a thorough understanding of the
numerous metal elements and how they react to hydrogen is crucial.

On top of these methods, there are several other methods researchers have explored for hydrogen
storage. Methods including liquid-organic carriers [28], geological storage [33], and natural gas
pipelines [33] have been discussed by researchers in both reviews and original research works. The
effectiveness and feasibility of these methods would depend on various factors such as climate,
available technology, and intention of storing hydrogen.

A review led by Hatem et al. [36] agrees that high-pressure storage is the most mature technology
for hydrogen storage, with most of the hydrogen refuelling stations in the world using this as their
method of hydrogen storage. Liquefaction technology can also be used by turning hydrogen from
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its gaseous form into liquid and using cryo-technology to freeze it, but the high energy demand
for the liquefaction process and loss of hydrogen when converted back from liquid to gas are the
major concerns behind this method. Besides, relying on solid materials to store hydrogen can also be
considered. Metal hydrides can bond hydrogen with the metal material via the adsorption process,
which can then be used in applications where metal hydrides can be used such as fuel for internal
combustion engines (ICE) [10]. Alternatively, hydrogen can be absorbed into materials, producing
hydrogen ions which would be assimilated into the lattice structure of a solid. While promising, costs
would be high and still mostly being researched before commercialization.

Another review from a team led by Wan et al. [37] also reviewed the methods discussed by Hatem.
They agree that high-pressure storage is the more common approach for its direct process. For the
liquefaction process, they believe that this process is ideal for large-scale high-density hydrogen storage
such as HESS. By turning hydrogen from gaseous form into liquid form, there is a risk of evaporation,
hence loss rate of liquid hydrogen would need to be considered. As for solid materials, the energy
required for the conversion process would be much lower than the two former suggestions. However,
the general mass-energy density of the material involved would be low and metal hydrides are too
heavy for transportation. On top of that, metal hydrides could face material poisoning, decreasing
their storage capacity.

Reviews done by Tang et al. [28] and Faye et al. [24] have investigated these three methods and
shared the same sentiment with the previously discussed works. Tang extended the listed variety
of methodologies, adding liquid organic carriers (LOCs) as a possible storage method. Hydrogen
is injected into an organic molecule that does not have hydrogen and a reactor would be used to
dehydrogenate the LOCs, releasing hydrogen. It is possible to utilize current gas pipelines with this
method, as there is research on using gas pipelines to store hydrogen [38]. However, according to
a review by Jia et al. [39], embrittlement may occur on the pipelines, potentially causing leakage
and affecting safety protocols. On the other hand, Faye explained the possibility of directly cooling
hydrogen gas via cryogenics, but the tanks designed to handle such gas have yet to be commercially
available. Simultaneously, Jain [10] also shared some similar sentiments such as gaseous hydrogen
storage being the most common and simplest technology, and that the hydrogen liquefaction process
requires high energy consumption for state conversion from gaseous state to liquid state.

2.4 Recent Reviews on Hydrogen Energy Storage System
RE sources, especially solar and wind, are still deemed the best for a HESS. European countries

were found to have high curtailment of RE production due to developments of RE sources being
faster than the capabilities of supplying RE power into the grid [6]. Countries such as China have also
been found to have massive amounts of energy, which could have been used for hydrogen generation
[40]. Dependency on RE sources is also crucial for decarbonization initiatives [41], hence combined
with hydrogen being an energy carrier, decreased carbon emissions can be achieved. HESS has been
gaining more recognition globally with increasing policies for decarbonization and RE technologies
[33]. However, due to current technological limitations, most of the hydrogen produced for the HESS
is considered blue hydrogen, as stated by Sarker et al. [25], hence relying on carbon-heavy resources
to power the hydrogen production [41]. This is further evident as most countries are focusing their
attention on both low-carbon blue hydrogen and green hydrogen for their respective development
[30]. Regardless, the review done by Lagioia and the team has also commented that the importance
of blue hydrogen could be temporary as it may prepare the future transition from blue hydrogen to
green hydrogen. Hydrogen itself still has a lot of advantages such as its versatility as both an energy
provider for FC and combustion, as well as manufacturing for industries such as food and chemical
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[28]. HESS is also superior to other types of ESS such as battery ESS and pumped hydro storage in
terms of storage duration and general capacity, with capacities ranging from 10 MWh to 100 GWh
for a 12-year lifespan [42]. On top of global policies and encouragement, the large-scale production of
green hydrogen and its implementation into a HESS may become a commercialized reality.

One review led by Arsad et al. [43] found that a HESS can be combined with BESS, forming
a hybrid ESS that offers higher flexibility and dependability, better bus bar stability, and optimal
management on rapid loads and intermittent generation peaks. This does come with a drawback of
higher complexity. Choudhury [44] supported this drawback, stating that the control technique for a
hybrid ESS is more complex than a single-variant ESS. Factors such as charge and discharge rates,
life span, and efficiency must be considered before combining several variants of ESS. On top of this,
most of the technologies to support HESS are limited by various factors such as cost [45] and the need
for additional research [43]. The disadvantages of HESS and the complexity of hybrid ESS have made
commercial development and deployment of grid-connected ESS, especially hybrid ESS, challenging.
Regardless, discussions on ESS remain strong as it still brings potential benefits that can see fruition
in the future. Hence, an understanding of sizing methodologies is required to ensure future researchers
and developers have a better understanding of designing a HESS, regardless of whether it is used in a
hybrid ESS or as a single-variant ESS.

Countries across the globe have taken various measures to develop some form of HESS, either
via projects, policies, or active research. Countries such as Germany and Japan established roadmaps
for their respective countries to establish themselves as leaders in the global hydrogen economy [33].
People’s Republic of China is actively involved in academic research, as a review found that it has
been one of the most active countries in the academic research of hydrogen [46]. Saudi Arabia plans
to develop a megacity powered purely by renewable sources [33], but it faces energy storage issues that
can only be addressed by HESS [47]. This raises the need for additional feasibility research on HESS
to ensure optimal design, development, execution, operation, and maintenance.

2.5 Preliminary Investigations of Scope of Study
Before commencing the bibliographic study via VOSViewer and Web of Science, some preliminary

investigations were done to obtain several sources and have an initial understanding of the research
scope. This initial understanding was used to compare with the eventual findings from VOSViewer
and Web of Science.

Several documents were compiled and examined before determining which were suitable for
further preliminary readings. 18 research works from different databases were selected based on their
relevance. They were then evaluated thoroughly in various aspects such as keywords, scope of study,
and results. These documents are works done respectively by Crespi et al. [48], Wang et al. [49],
Kharel et al. [50], Tephiruk et al. [51], Huang et al. [52], Utomo et al. [53], Wen et al. [54],
Colbertaldo et al. [55], Teng et al. [56], Zhao et al. [57], Pan et al. [58], Luo et al. [59], Calise et al. [60],
Tay et al. [61], Esteban et al. [62], Wu et al. [63], Li [64], and Meng et al. [65]. These studies can be
categorized based on their respective country of focus, as observed in Table 4, as observed below. Their
respective year of publication are also tabulated.

From Table 4, 9 sources came from the People’s Republic of China, 2 sources came from Italy, and
another 2 sources came from Australia. The oldest document came from 2018 while most documents
came after 2020. Only 3 works were from before 2020, with 1 from 2018 and 2 from 2019. Besides
the general characteristics, technical characteristics were identified from these 18 sources, such as the
type of software used and the purpose of introducing HESS. MATLAB is the most common software
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used, with 11 works relying on MATLAB, and 2 relying on Simulink. HOMER Pro is the second most
common software used, albeit only 2 sources were observed. Other software found included GAMS,
TRNSYS, and DigSILENT PowerFactory. 2 works did not explicitly state the software used.

Table 4: General characteristics of selected documents for review

Country of focus Reference number Year of publication

Italy [48] 2020
[60] 2021
[62] 2021

People’s Republic of China [49] 2021
[52] 2021
[54] 2020
[56] 2019
[57] 2022
[58] 2023
[59] 2023
[63] 2023
[64] 2020
[65] 2023

Australia [50] 2018
[61] 2023

Thailand [51] 2022

United Kingdom [53] 2021

USA [55] 2019

Vietnam [61] 2023

There are various purposes to have HESS, as seen in Fig. 2. Some authors such as Esteban et al. [62]
tried to minimize dependency on grid imports on a microgrid. On the other hand, teams led by
Wu et al. [63] and Wen et al. [54] respectively aimed to further encourage RE generation, mainly solar
and wind, by storing excess generation in the form of hydrogen. Balancing load demand and energy
generation was another purpose of proposing the HESS, as seen by a team led by Utomo et al. [53]
and Colbertaldo et al. [55], respectively. Overall, most of the studies were focused on power generation
such as minimizing power curtailment [54,56], or on supporting the grid such as minimizing grid
dependency [62]. There are other purposes for investigating HESS such as to balance the load demands
[55,57], for comparison with BESS and hybrid ESS [61], and to promote a hydrogen economy [59].

Almost all the works examined the performance of HESS with intermittent sources, mainly solar
and wind. Huang et al. [52] were the only authors who examined HESS with hydropower as its source
of power generation. As for the proposed storage method, Wu et al. [63] proposed salt caverns to store
hydrogen, while the rest of the works used hydrogen tanks.
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Figure 2: Distribution among the studies on their reasoning for having HESS

Several modelling and optimization techniques were introduced in these works. Some purely relied
on equations and MATLAB to directly model and optimize their proposed system, while others such
as Li [64] used algorithms such as Genetic Algorithm (GA) to size their system accordingly. Particle
Swarm Optimization (PSO) appears to be a common optimization algorithm used, as seen by teams led
by Wang et al. [49], Huang et al. [52], and Wu et al. [63], respectively. Mixed-integer linear programming
(MILP) is another approach used, as seen by Crespi et al. [48], Tay et al. [61], and Luo et al. [59] in
their respective works.

Finally, there is an apparent similarity in analysing the HESS despite the various methodologies,
which can be observed in Fig. 3. Most notably, the cost-effectiveness of the HESS is commonly
discussed, especially when compared to hybrid ESS and BESS. Observation was also done on the
RE generation sources to encourage RE generation. Some such as Colbertaldo [55] and Pan [58]
examined the ideal capacity of the HESS components such as FC, electrolyzer, and hydrogen tank.
9 sources looked at financial matters regarding the HESS, such as payback period [60] and cost of
energy (COE) [50], whereas 6 sources investigated how the HESS affects the grid such as connection
flexibility [54] and energy flow within the grid [60]. To summarize the Top 3 most common scopes of
analysis from the 18 works, the effect of HESS on power generation was evaluated by 5 sources, mainly
on mitigating power curtailment.

2.6 Optimization Algorithms
From the preliminary investigations, GA and PSO algorithms are commonly used in optimizing

the sizing of the HESS. This section will elaborate further on these two algorithms, as well as the
potential of using the hybrid genetic algorithm-particle swarm optimization (GA-PSO) algorithm in
optimization works.
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Figure 3: Scope of analysis from the 18 sources

2.6.1 General Algorithm

The inspiration behind GA is the crossing-over of genetics between chromosomes. In the case of
GA, the chromosomes are the solutions that can solve the objective function [66]. After identifying
the objective functions, the solutions are generated and evaluated based on the objective functions.
The solutions are chosen based on their fitness, determined by how well they address the objective
functions. The fitter solutions are then selected to generate a new population via crossover and
mutation functions. The process continues until the termination criterion is satisfied. The flowchart
below, Fig. 4, displays the described process of GA.

An improved variant of the GA, the non-dominated sorting genetic algorithm II (NSGA-II),
designed to tackle multi-objective problems [67], as seen by Liu in minimizing levelized COE (LCOE)
and loss of power supply probability (LPSP) of the proposed system. NSGA-II utilizes a sorting
approach that ranks the individuals based on non-dominated sorting and a sorting metric of crowded
distance that examines the population density of solutions with similar ranks [68]. The flowchart
below, Fig. 5, elaborates on the procedures and process in the NSGA-II algorithm, as well as pinpoints
where the said sorting function is done [68].

Similar to GA, a group of individuals is created, and their fitness is assessed. The fitter individuals
are chosen as parents, where crossover and mutation operations are done to produce offspring. If the
number of offspring required has not been reached, additional offspring would be produced. Both
parents and offspring solutions are ranked based on non-dominated sorting [68], and should the
algorithm not reach maximum generation yet, new individuals are chosen to repeat the process until
the maximum generations have been obtained.

GA and its variants share a similar trait, whereby it is suitable for optimizations having discrete
variables, but it is slow [69]. Hence, researchers adopted hybrid strategies to address the weaknesses of
individual algorithms. Further explanations can be found in other sub-sections.
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Figure 4: Flowchart process of genetic algorithm

2.6.2 Particle Swarm Optimization Algorithm

PSO is a swarm-based algorithm that takes inspiration from the social behaviour of animals
moving in large groups, or a “swarm” [70]. Each solution is treated as a particle moving at a certain
velocity that then meets another moving particle. These particles exchange information to determine
their next movement within the search space [71]. This process will repeat itself until they have reached
their optimal result, or optimal. The process will also end if the algorithm has reached sufficient
iterations. The flowchart below, Fig. 6, graphically illustrates the said explanation.

Just like GA, PSO has a multi-objective variant, which is the Multi-Objective PSO (MOPSO).
MOPSO maintains the capabilities of PSO and extends it by adding Pareto dominance to select a set
of leaders to lead the movement of particles to the optimal solutions [68]. A repository is used to store
the solutions, and a global leader is chosen based on the score of hypercubes via the roulette wheel
selection method. Fig. 7 below is a flowchart that illustrates MOPSO based on the explanation.

Ibanez-Rioja [72] used PSO to optimize an off-grid solar-BESS-HESS system and achieved similar
results to GA but at a faster rate than GA. The optimization was restricted by minimizing the cost of
hydrogen production. This finding is consistent with the statement made by Khan [69], that PSO has
a fast convergence speed. However, PSO may suffer from early convergence, hence the particles may
be trapped in a local optimum and not generate optimized results [71]. Hence, like GA, PSO is used
with other algorithms to cover its weaknesses, forming hybrid algorithms.
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Figure 5: Flowchart process of NSGA-II

Figure 6: Flowchart process of particle swarm optimization
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Figure 7: Flowchart of MOPSO

2.6.3 Hybrid Algorithm

As stated in the previous sections, each algorithm has strengths and weaknesses. PSO may suffer
from early convergence and be trapped in a local optimum, whereas GA has a slower convergence
speed. Hence, researchers considered combining these two algorithms to compensate for each other’s
weaknesses and produce a more optimal result. A review done by Dziwinski et al. [73] elaborated
several strategies on how multiple optimization algorithms can work together in a hybrid algorithm,
such as one algorithm is used to initialize the other algorithm, multiple algorithms operate at the same
time, the algorithms operate sequentially, and solutions of one algorithm are modified by the operators
of another algorithm.

For reference, a team led by Ghorbani et al. [74] used both GA and PSO to minimize total
NPC while addressing minimal LPSP. They executed both GA and PSO, then compared which of
the two algorithms produced a more optimal result, in which the better result is remembered and
used for subsequent iterations until the termination criterion is satisfied. They then compared the
GA-PSO combination with MOPSO and found that the GA-PSO approach produced the most ideal
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optimization. It must be noted that the GA-PSO algorithm is a single-objective algorithm, hence LPSP
is converted to cost by considering its weighted cost multiplied by penalty factor.

On the other hand, work done by Lei et al. [75] combined PSO and NSGA-II to optimize a wind-
PV-HESS system. PSO is used to optimize the parameters for NSGA-II, which is then used to address
multiple objectives, which are to minimize economic cost, maximize wind and PV power consumption,
and minimize LPSP. This strategy was found to have better performance than the NSGA-II approach,
where the hybrid algorithm achieved a better crossover ratio and higher probability of variation, hence
achieving better results.

As hybrid algorithms can compensate for the weaknesses of individual algorithms, hybrid
algorithms are the way forward for future optimization works, as observed by Memon et al. [76].
Hybrid algorithms are also seen in works outside of ESS, such as cloud computing [77] and demand
management of a smart grid [78]. Hence, hybrid algorithms should be more emphasized in discussions
for optimization works.

2.6.4 Artificial Neural Networks

As shared by Abdelkareem et al. [29], ANN is an excellent tool for optimization. ANN takes
inspiration from how the human brain processes thoughts [79]. Just as neurons carry small pieces
of information and share it with other neurons via synaptic connections, the ANN fundamentally
consists of nodes grouped into layers for information sharing. The ANN model would need some
training data sets to “learn” how it should “think”, but once its training is complete, it can be used
to perform several arithmetic processes such as data classification, recognition, optimization, data
association, and predictions [80].

Abdelkareem et al. [29] has also shared that ANN can be combined with other algorithms to
improve results and minimize errors. One review [29] compiled several studies and found a few of
them opted for a hybrid combination with both ANN and other optimization algorithms such as
GA. Yilmaz et al. [80] have also used the artificial neural network-genetic algorithm (ANN-GA)
combination to optimize an integrated geothermal-solar-HESS system. ANN was used to do the
initial modelling of the system, while GA was used for optimization. The same strategy was used
by Izadi et al. [81] to optimize an HRES consisting of PV, wind turbines, and HESS for a building.

3 Materials Sourcing

The main method for this review would be collecting academic sources from various reputable
databases via the Web of Science and filtering out the documents based on the determined criteria.
The criteria for the selection are as follows:

1. The academic works must be published at most 9 years ago from the time of writing, which was
in 2023, hence works from 2015 up to September 2023 are considered.

2. The documents must be in English and not translated from their original language.

3. The sources must be review papers or journal articles categorized under the electrical and
electronics engineering field.

As part of the selection process, several keywords are identified. Table 5 below shows the main
keywords used and their respective alternative forms.
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Table 5: Keywords used to find materials and respective alternative forms

Main keyword Alternative form

Hydrogen energy storage
system

Hydrogen Energy, Hydrogen Storage, Hydrogen, Hydrogen Energy
Storage, Large Scale Hydrogen Energy Storage, Grid-Connected
Hydrogen Energy Storage, Energy Storage System

Design Designing, Modelling, Model, Simulation, Simulate, Size, Sizing
Evaluation Analysis, Investigate

There is a limitation to the possible number of exported documents. A total of 205,319 works
were identified from the search on the Web of Science platform. However, due to the time constraints
in exporting the documents, only the first 30,000 documents with the highest relevance were chosen
for the bibliographic study. After obtaining the documents, they were then analysed in VOSViewer.
Various settings in VOSViewer were adjusted such as type of analysis, counting method, and unit of
analysis to observe a variety of graphics and categorizations.

4 Results and Observations

The output from VOSViewer can be observed in the screenshot below, Fig. 8. The initial output
is based on the keywords of the documents sourced.

Figure 8: Network visualization of results based on keywords
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By observation, several keywords can be grouped in one cluster. The collection of clusters indicates
how related the keywords are to each other. Another observation that can be made is that some
keywords have a more significant presence amongst the pool of documents over other keywords.
These observations can be further presented in the subsequent sub-sections. Simultaneously, several
documents from the output can be examined for further understanding and this examination will also
be elaborated in a subsection.

Some adjustments were made to present the keywords in an overlay visualization based on the
year of publication, as seen in Fig. 9. The keywords “classification” and “voltage control” are found
to be different from the other keywords. On average, they are present in publications earlier than 2021,
with “classification” being more significant in late 2017 and “voltage control” in early 2019. Generally,
modelling-related keywords such as “neural networks” and “data models” are more significant in the
later years, mainly from 2020 onwards.

Figure 9: Overlay visualization based on keywords and average year of publication

4.1 Clusters of Keywords
There are 5 clusters in the network shown in Fig. 8. Each of these clusters contains keywords that

are associated with each other. These clusters can be tabulated as shown in below, Table 6.

Table 6: Clusters and their respective keywords

Cluster no. Keywords

1 Correlation, Finite element analysis, Harmonic analysis, Mathematical model,
Modulation, Optimization, Resonant frequency, Sensors, Switches, Topology,
Voltage control

(Continued)
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Table 6 (continued)

Cluster no. Keywords

2 Classification, CNN, Convolution, Feature extraction, Image color analysis, Image
reconstruction, Machine learning, Remote sensing, Semantics, Task analysis

3 Convolutional neural network, Deep learning, Deep neural networks, Image
segmentation, Measurement, Neural networks, Object detection, Three-dimensional
displays

4 Computational modelling, Convolutional neural network, Edge computing, Error
analysis, Reliability, Security, Training

5 Analytical models, Data models, Estimation, Kernel, Natural language processing,
Principal component analysis

Cluster 1 focused on electrical engineering aspects in designing a HESS, with terms such as
“voltage control” and “harmonic analysis”. On the other hand, Clusters 2, 3, 4, and 5 grouped
the various terms related to data science and constructing models. Hence, terms such as “neural
network”, “convolution”, “data models” and “computational modelling” are present. Despite the
apparent similarity, the four latter clusters have differences.

Cluster 2 identified terms related to extracting information from a set of data, hence terms such as
“task analysis” and “convolution” are grouped. On the other hand, Cluster 3 focused on terms related
to building a model, based on terms such as “deep neural networks”and “deep learning”. Next, Cluster
4 delved deeper into neural networks, with terms such as “convolutional neural networks”, “training”,
and “computational modelling” grouped. Finally, Cluster 5 grouped terms that allow researchers
to have informative insights into their data, such as “principal component analysis” and “natural
language processing”.

4.2 Characteristics of Keywords
Occurrences and total link strength are the characteristics that define the importance of the

keywords obtained. Occurrences are defined as how frequently the keywords appear whereas total link
strength indicates how strongly connected they are with the sample size. Hence, the tables below display
keywords with the highest total link strength and highest occurrences, Tables 7 and 8, respectively.

Table 7: Keywords with High total link strength

Keyword Total link strength Rank

Task analysis 85 1
Feature extraction 80 2
Training 59 3
Deep learning 55 4
Computational modeling 35 5
Neural networks 31 6
Convolution 29 7

(Continued)
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Table 7 (continued)

Keyword Total link strength Rank

Kernel 29 7
Optimization 27 8
Image segmentation 26 9
Data models 24 10

Table 8: Keywords with high occurrences

Keyword Occurrences Rank

Task analysis 32 1
Deep learning 29 2
Feature extraction 26 3
Optimization 26 3
Machine learning 20 4
Training 18 5
Principal component analysis 13 6
Finite element analysis 13 6
Neural networks 12 7
Classification 11 8
Computational modeling 10 9
Convolutional neural networks 10 9
Kernel 9 10
Image segmentation 9 10
Data models 9 10

From the two tables above, the general approach towards designing HESS can be inferred. The
keywords “task analysis”, “feature extraction”, “training”, “deep learning”, and “computational
modelling” are the Top 5 highest total link strengths whereas “task analysis”, “deep learning”,
“feature extraction”, “optimization”, and “machine learning” are the Top 5 highest occurrences. Other
noticeable keywords include “data models”, and “computational modeling”.

4.3 Summary of Selected Studies from Pool of Documents
Of the 205,319 documents, some documents were selected for additional reading. These doc-

uments are used as a basis for comparison with previously examined documents. A total of 17
documents were randomly selected and examined and their summary can be tabulated as such below.
The table below, Table 9, also categorizes the documents based on their country of focus. It must be
mentioned that these documents are the respective works done by Tazay et al. [82], Jing et al. [83],
Abdelsalam et al. [84], Suresh et al. [85], Khezzane et al.[86], Azoug et al. [87], de Oliveira et al. [88],
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Zahedi et al. [89], Nguyen et al. [90], Wang et al. [91], Hussain et al. [92], Mehdi et al. [93],
Monforti et al. [94], Bouabdallah et al. [95], Seward et al. [96], Saib et al. [97], and You et al. [98].

Table 9: List of selected documents from web of science

Country of focus Reference number Summary

Saudi Arabia [82] • Hybrid renewable energy system
(HRES) was proposed for
university building in Saudi Arabia.

• HESS was used to store solar and
wind energy.

• MATLAB programming was used.
Cultural algorithm (CA), JAYA
algorithm, and PSO algorithm were
used to optimize sizing of HRES.

People’s Republic of China [83] • HESS was used to solve wind
power wastage.

• MATLAB programming was used.
[91] • Diesel-PV-HESS off grid system

was proposed. Multi-objective
optimization was done for minimal
NPC and LPSP.

• Sea lion optimizer (SLO) was used
for the optimization.

[95] • Multi-objective sizing of a
standalone HRES was done based
on energy management
optimization algorithm.

• NSGA-II was used and
implemented in MATLAB. Pareto
fronts were obtained from the
algorithm.

Egypt [84] • HRES microgrid with an EMS was
proposed.

• MATLAB and Simulink were used
to integrate the EMS with the
microgrid.

Algeria [87] • Hybrid ESS was proposed for
standalone PV system.

• MATLAB was used to simulate
mathematical models.

(Continued)
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Table 9 (continued)

Country of focus Reference number Summary

[97] • An optimization strategy was
proposed to manage the energy
flow of grid connected HRES.

• PSO was used to optimize model
via MATLAB.

Brazil [88] • Grid-connected HRES was
designed for domestic and
industrial uses, with HESS being
considered.

• MATLAB was used to simulate the
model.

Japan [90] • The sizing of grid-connected
PV-BESS-HESS system was done
based on minimum LCOE and
system reliability.

• Calculations are done iteratively to
find optimal sizing.

Canada [92] • Optimal sizing of
renewable-powered hydrogen
production and fuelling facility was
proposed.

• Monte-Carlo simulation was done
to simulate model.

Iran [93] • HRES in microgrid context was
sized in consideration of its
interaction with electricity market
and reliability issues.

• Copula method was used to model
the uncertainties which include
wind speed, solar irradiance,
and load.

Spain [94] • Power-to-Gas (P2G) concepts were
compared to minimize wind power
curtailment.

• Simulation was done in the
TRNSYS software.

(Continued)
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Table 9 (continued)

Country of focus Reference number Summary

Jordan [96] • Off-grid HRES was optimally
sized, with a linear programming
approach used to minimize
annual COE.

• Optimization was done based sizing
of photovoltaics and ESS, and
Gurobi solver was used via GAMS
software.

Denmark [98] • Economic performance of HESS
was examined as economic dispatch
model developed as MILP.

• GAMS software was used.
Country unspecified [85] • Grid-connected HRES with fixed

power dispatch to grid via least
mean square (LMS) was proposed.
LMS was used to control power
flow to the grid.

• Simulation was done on MATLAB.
[86] • HRES was sized via multi-objective

sizing for a rural area.
• GA was used to optimize ratings of

the HRES.
[89] • Framework in developing HRES

was proposed. Framework was
designed to develop logic controller,
determine optimal sizing, and select
operational strategy.

From the 17 documents, several observations can be obtained. For example, Hussain et al. [92]
investigated from the perspective of hydrogen production and refuelling facilities whereas Seward
et al. [96] designed an off-grid HRES. Investigations on HESS were done on a pressurized hydrogen
tank design. 2 of the selected documents do not cover HESS [70,88], but matters related to the topic
which is sizing of ESS via using algorithms such as GA [86] and PSO [97]. The characteristics of the
other 15 documents are summarized in the following paragraphs.

From Table 9, despite the variety of works presented, most of them use similar software to each
other such as MATLAB and GAMS. Other software such as TRNSYS was found, as seen in the work
led by Monforti et al. [94]. The usage of algorithms such as NSGA-II [95], GA [86] and PSO [82,97]
was observed in these works as well. The reasoning for including HESS in their respective works can
be visually recorded in the graph below.

From Fig. 10, most documents justified using HESS in the system mainly due to either power
generation, balancing load demands, or supporting the grid. Each category contained 4 documents,
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whereas 1 document focused on supporting the hydrogen economy [92] and another compared the
performance of HESS with BESS [96]. Besides the reasoning for including HESS, the scope of analysis
for these works can be observed and similarly, visually represented. Hence, the graph below shows the
areas analysed from these works.

4

1

4

1

4

Power Generation Comparison Balance Demand

Hydrogen Economy Grid Support

Figure 10: Distribution among selected documents on their reasoning for having HESS

When analysing the HESS and graphically displaying the results in Fig. 11, most of the selected
documents examined the ideal size of the HESS, followed by its financial matters. Works by authors
such as Nguyen et al. [90] combined some of the other scopes into their main scope. For the case of
Nguyen, the ideal size of the HESS is identified based on the system’s dependency on grid imports and
LCOE. Like the initial readings, some of the works had multiple angles of analysis for the HESS. For
example, Gabriel et al. [88] examined the electrical characteristics and financial impact of the proposed
HESS and compared them with the proposed BESS for a grid-connected energy system.

4.4 Geographic Findings
There are two types of geographic findings: one is based on the country of origin of the

publications while the other is their respective organizations. This section will categorize the results
based on these two types.

4.4.1 Findings Based on Countries

Several tables are used to tabulate different categories, namely highest number of documents,
highest number of citations, and highest total link strength. These tables are as shown below; Table 10
for the number of documents, Table 11 for the number of citations, and Table 12 for total link strength.

From the tables, the major contributors to the sample pool are the People’s Republic of China
and the United States of America (USA), as they take the Top 2 positions in all three categories.
India is another major contributor as it is third in two of the categories, and fourth highest total link
strength. Other contributing countries included Australia, Italy, Canada, France, Iran, England, South
Korea, and Germany, indicating a mix of mostly Asian and European countries. Besides these values,
a network visualization can be observed, as seen below, in Fig. 12.
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Figure 11: Scope of analysis from the 15 selected documents

Table 10: Countries with high number of documents

Country Number of documents Rank

People’s Republic of China 7731 1
United States of America 4722 2
India 4054 3
South Korea 1317 4
Germany 1257 5
Japan 1103 6
Italy 1066 7
Canada 1025 8
France 971 9
Iran 965 10

Table 11: Countries with high number of citations

Country Number of citations Rank

People’s Republic of China 71,953 1
United States of America 56,169 2
India 28,315 3
England 14,227 4
South Korea 11,741 5
Australia 10,993 6

(Continued)
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Table 11 (continued)

Country Number of citations Rank

Italy 10,528 7
Iran 10,417 8
Canada 10,416 9
Germany 8825 10

Table 12: Countries with high total link strength

Country Total link strength Rank

People’s Republic of China 2631 1
United States of America 2463 2
England 1182 3
India 981 4
Saudi Arabia 918 5
France 819 6
Germany 756 7
Canada 753 8
Italy 713 9
Australia 697 10

The different colours represent different clusters, and the varying sizes represent how many
documents each country has. Reflective on the tabulated results, the People’s Republic of China,
the USA, and India have significantly larger circles than the other countries as they have the most
publications. These three countries are also seen collaborating with a wide variety of countries.
However, some countries are significantly further away from the centre cluster such as Mauritius,
Philippines, and Argentina. Mauritius and Kenya are among the countries that have no connecting
lines to any other countries.

4.4.2 Findings Based on Organizations

Besides countries, the major contributing organizations can also be identified. Similar to the
categorization by countries, the organizations can be arranged in terms of the number of documents,
the highest number of citations, and the highest total link strength. With that, the tables below,
Tables 13–15, show the results of the top-performing organizations based on these criteria respectively.

From Tables 13–15, the Chinese Academy of Sciences is the most contributive organization,
as it has the largest pool of documents, most citations, and the highest total link strength. Other
major contributing organizations originate from the People’s Republic of China, such as Tsinghua
University and the University of Electronic Science and Technology of China. There are non-Chinese
organizations that contributed majorly to the collected sample pool, such as the University of
California, Berkeley from the USA and Islamic Azad University from Iran.
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The network visualization of results based on organization can be observed in Fig. 13.

Figure 12: Network visualization of results based on countries
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Table 13: Organizations with high number of documents

Organization Number of documents Rank

Chinese Academy of Sciences 517 1
Tsinghua University 287 2
Zhejiang University 240 3
University of Electronic Science and Technology of China 240 3
Shanghai Jiao Tong University 238 4
Southeast University 237 5
Xidian University 230 6
Indian Institute of Technology 226 7
University of Chinese Academy of Sciences 223 8
Islamic Azad University 223 8
Xi’an Jiao Tong University 210 9
Harbin Institute of Technology 182 10

Table 14: Organizations with high number of citations

Organization Number of citations Rank

Chinese Academy of Sciences 5848 1
Tsinghua University 3684 2
Xi’an Jiao Tong University 3252 3
University of California, Berkeley 3130 4
Wuhan University 2973 5
Huazhong University of Science and Technology 2775 6
Shanghai Jiao Tong University 2750 7
Northwestern Polytechnical University 2686 8
University of Electronic Science and Technology of China 2658 9
Zhejiang University 2633 10

Table 15: Organizations with high total link strength

Organization Total link strength Rank

Chinese Academy of Sciences 691 1
University of Chinese Academy of Sciences 357 2
Tsinghua University 280 3
Zhejiang University 259 4
Southeast University 255 5

(Continued)
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Table 15 (continued)

Organization Total link strength Rank

Shanghai Jiao Tong University 193 6
Nanyang Technology University 192 7
University of Electronic Science and Technology of China 182 8
Xidian University 175 9
Islamic Azad University 174 10

Figure 13: Network visualization of results based on organizations

Similar to the countries-based network, some organizations do not have any connecting lines to
any other organizations. The weight of visualization is based on the number of published documents;
hence Chinese Academy of Sciences has the largest circle in this network.
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An interesting observation is that the organizations generally collaborate with other organizations
that are geographically close to them. For example, as seen in Fig. 14, Nanyang Technology University
from Singapore have collaborations with other organizations from Singapore such as the National
University Singapore and Agency Science Technology and Research. Nanyang Technology University
has collaborations with organizations such as Auckland University Technology from New Zealand,
The University of Sydney from Australia, and Zhejiang University from the People’s Republic of
China, all of which are geographically closer to Singapore as opposed to countries such as Iran,
England, and USA which are geographically further.

Figure 14: Nanyang technology university and its collaborative partners

5 Discussion and Analysis
5.1 Design Methodology

From the collected resources, MATLAB appears to be the common software used to model and
simulate the HESS. As sizing and optimization of HESS are considered complex calculations, high
computational power is required, and MATLAB fulfils this requirement. Other software such as
HOMER Pro, GAMS, and TRNSYS were found, but there are insufficient sources to justify them
besides MATLAB. Hence, as both sizing and optimization are required, MATLAB is deemed the
ideal choice. MATLAB also has access to relevant optimization toolboxes, especially for GA and PSO,
hence enhancing the advantages of using MATLAB for HESS modelling research works.

As for the storage method, a pressurized hydrogen tank is a commonly used approach to store
hydrogen for the HESS among the 15 observed works. This observation is in line with the reviews
observed in the literature review [26,28,36], where a hydrogen tank is a common method for its
high maturity. Other methods such as salt caverns can be considered, but they have yet to reach
an age where it is commercially possible to implement it. Hence, hydrogen tanks are the common
choice of investigation for HESS for their practicality. Regardless, other forms of hydrogen storage
have potential, but they require more intensive research to understand their respective technical and
economic feasibility. Hence, methods such as liquefaction and metal hydrides should not be completely
ruled out from large-scale commercial applications.

When it comes to the usage of algorithms, a variety of algorithms have been identified such as PSO
[82,97], GA [86], and NSGA-II [95]. GA and PSO were also found in the initial literature readings.
GA is an algorithm whereby genetic operations such as selection, mutation, and genetic crossover are
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applied to some data to obtain an optimized result. Simultaneously, the PSO algorithm iteratively
moves a group of potential solutions through a search space for a set number of iterations or until a
convergence is achieved. Both algorithms are commonly found in both the literature documents and
obtained documents, hence proving their popularity in optimizing the size of the HESS. The sizing
of HESS can be done directly via equations, but optimizations are to be done with the assistance of
equations, especially in works that aim to investigate the ideal size of the HESS. Usage of data analysis
methods is also apparent from the pool of keywords, where keywords such as “neural networks”, “deep
learning”, and “convolution” are observed.

From the results obtained via VOSViewer, neural network-related keywords have significant
appearances. Some studies were identified to be using ANN for modelling purposes, followed by
using GA to optimize the results [80,81]. Due to how the ANN algorithm functions, using ANN for
modelling purposes is promising. However, ANN was not mentioned as often as GA and PSO from
the sampled works in this context, hence this may suggest additional reviews on ANN modelling for
HESS and hybrid ANN modelling would be needed in future work.

5.2 Inference from Observed Keywords
By observing the keywords obtained, neural networks are commonly discussed, as terms such

as “training” and “deep learning” are associated with the development of neural networks. A neural
network is a machine learning model analogous to the nature of the human brain and its intercon-
nected nodes. In a neural network, each neuron is organized into layers via weighted connections,
and eventually, an outer layer produces the result. To produce the outer layer, a training process is
done, whereby the neural network adjusts the weights of the connections based on mathematical errors
between the prediction and actual outcome. From this understanding and the presented keywords,
neural networks are essential to the development and study of HESS. Neural network modelling
is evident as most keyword clusters are directed to mathematical modelling. Combined with most
modelling-related keywords having consistent appearances from 2020 onwards, modelling-focused
HESS studies are envisioned to be more significant in the future.

Another observable phenomenon is the term “convolution” and its potential connection with
neural networks via “convolutional neural networks”. In the context of data modelling, convolution is
a mathematical operation that combines two sets of information to generate a third set of information.
Hence, in a convolutional neural network, layers are combined to capture significant features. The
capture is done via kernels on the incoming layer to filter the input data. Hence, convolution is a
technique that can be used to develop neural networks and achieve optimal results.

Finally, an inference can be made whereby the design and optimization of HESS requires strong
computation power, as seen with the term “computational modelling”. Referencing the literature
and selected documents, MATLAB is the most used software. This would further solidify that
HESS modelling and optimization require high computational power, and MATLAB can fulfil this
requirement along with its available optimization toolboxes.

5.3 Analysis and Objective on Proposed Systems
Both the literature review and results have observed similar reasons in implementing HESS. Both

categories of documents have listed power generation, system support, and balancing demand to be
the major reasons in adding the HESS. This reasoning is similar to non-HESS studies, whereby Saib
implemented BESS to support HRES in selling electricity to the grid [97] and Khezzane implemented
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the BESS to store excess electricity from the HRES [86]. With that, the analysis of HESS would not
be too different from the analysis of BESS under similar circumstances.

Besides the three major reasons, minimizing power curtailment is another major reason for
implementing HESS. Referencing back to high RE power curtailment issue [6], it is possible to link this
challenge with the capabilities of HESS using the excess energy to produce hydrogen and then relying
on FC to generate electrical energy from the produced hydrogen, especially given that high amounts of
energy is required to produce hydrogen. Mainly, intermittent sources such as solar and wind were used
as sources for the HESS as they are more susceptible to energy wastage. There are not many studies on
using controlled sources such as hydropower to operate HESS, hence it will be insightful to investigate
such a combination.

Regarding the scope of analysis on the HESS, financial matters is the major scope from both the
literature documents and obtained documents. This scope is resonant to one of major issues raised in
commercializing HESS, which is its high costs [45]. With that, optimizations were done to minimize
the costs of HESS, such as the work by Wu et al. [63] where the PSO algorithm optimized the system
to be more cost-effective. Similarly, Nguyen et al. [90] performed iterative calculations to ensure that
the system meets the criteria of minimal LCOE and high system reliability. Hence, economic analysis
should be considered, and its results are related to technical specifications.

5.4 Geographic Characteristics
From the collected sample pool, the People’s Republic of China is the dominant country in HESS

research and modelling. Similarly, from the preliminary readings, the People’s Republic of China was
found to be a popular country for HESS research, implying sources for future literature reviews on
HESS would most likely originate from this country. Most contributing organizations such as the
Chinese Academy of Sciences and Tsinghua University originate from this country, further reinforcing
the People’s Republic of China as a leader in the research of HESS modelling. The review by Ozsari
[46] has also identified that the People’s Republic of China is one of the most contributive towards
academic research on HESS. Other countries such as Iran and England are also actively involved in
researching and developing HESS.

In the bigger picture, some countries and organizations have not collaborated with any external
party. Organizations collaborate with partners that are geographically close to them. This may limit
knowledge sharing which can affect the speed of HESS research and development. These organizations
should encourage a wider range of collaborations regardless of geographical factors so that researchers
can learn from each other and adopt various approaches and practices that can advance the promising
development of HESS. The major leading countries for HESS research and modelling, namely the
People’s Republic of China, the USA, and India, have the potential to encourage wider collaborations
as they have the activeness and resources.

Meanwhile, other growing countries involved in HESS research such as Iran, Malaysia, and
England should try to collaborate with countries with little collaborative work. This can expedite
knowledge sharing and open opportunities for more and varied collaborations. The same can be said
for organizations and they should not limit themselves to collaborative work with peers within their
geographic network.

6 Conclusion, Recommendations, and Future Work

This bibliographic review aimed to shed light on the design methodologies of HESS. With that,
initial readings were done to provide initial understanding while VOSViewer was used to examine
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extracted documents from Web of Science based on set parameters. Results include a pool of academic
works, their common keywords and their respective interconnections. Analysis was done by examining
the relationship between the keywords and comparisons between some of the extracted documents and
preliminary readings. The country and organization of origin of these documents were also studied.
Data modelling is an essential skill for researching HESS, as ANN is found to have a connection with
HESS modelling. On top of this, HESS models are commonly optimized by GA and PSO algorithms,
where either one is used or combined as a hybrid optimization algorithm. With that, MATLAB
is generally used for HESS modelling and optimization studies. HESS is investigated to generate
power for a system, supporting a generating system to take in excess power and balance the load and
generation demands. Like any ESS, HESS is considered to minimize power curtailment, especially on
intermittent sources such as solar and wind. From a geographic point of view, the People’s Republic
of China is a major contributor to the research on HESS modelling. Finally, economic analysis
is commonly investigated to examine the financial feasibility of the proposed HESS. As technical
specifications directly affect financial results, technical and economic analysis were often discussed.
This review can be expanded with possible future work such as additional bibliographic review tools,
a review of potential applications of the various physical states of hydrogen, usage of ANN, and an
in-depth discussion on current hydrogen projects from industry players and global leaders. With that,
this review successfully answered the methodologies to design and optimize HESS models. It is hoped
that this review shared updated insights on sizing methodologies and analysis of HESS, contributing
to future research.
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