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ABSTRACT

With the increasing proportion of renewable energy in China’s energy structure, among which photovoltaic power
generation is also developing rapidly. As the photovoltaic (PV) power output is highly unstable and subject to
a variety of factors, it brings great challenges to the stable operation and dispatch of the power grid. Therefore,
accurate short-term PV power prediction is of great significance to ensure the safe grid connection of PV energy.
Currently, the short-term prediction of PV power has received extensive attention and research, but the accuracy
and precision of the prediction have to be further improved. Therefore, this paper reviews the PV power prediction
methods from five aspects: influencing factors, evaluation indexes, prediction status, difficulties and future trends.
Then summarizes the current difficulties in prediction based on an in-depth analysis of the current research status
of physical methods based on the classification of model features, statistical methods, artificial intelligence methods,
and combined methods of prediction. Finally, the development trend of PV power generation prediction technology
and possible future research directions are envisioned.
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1 Introduction

Amidst sustained economic growth and the escalating depletion of traditional non-renewable
energy resources, the issue of energy scarcity is becoming increasingly prominent. Concurrently, the
continuous exploitation and consumption of fossil fuels lead to significant emissions of harmful pol-
lutants into the atmosphere, resulting in severe environmental degradation. Consequently, addressing
environmental pollution issues has become urgent. Reducing pollutant emissions and conserving
energy have gained widespread global attention. To address these challenges, gradually reducing
reliance on traditional non-renewable energy sources while increasing the proportion of renewable
energy usage has become a critical measure and a significant undertaking [1,2].

Solar energy, compared to other energy sources, possesses distinct characteristics such as
widespread availability, ease of use, and high cost-effectiveness. Moreover, it does not emit pollutants,
making it a highly efficient and promote-worthy renewable resource. As a result, solar energy is
receiving increasing global attention. Data published by the International Energy Agency (IEA) in
2024 indicates that photovoltaic (PV) power generation has been increasingly recognized in recent
years, with a rapid increase in installed capacity. In 2023, the newly added PV capacity surpassed that
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of other renewable energy sources, accounting for 75% of the global new renewable energy installations.
As shown in Fig. 1, the newly added PV capacity in 2023 was 374.9 GW. Future growth is expected to
continue at a relatively fast pace.
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Figure 1: PV capacity additions by technology and segment, 2016-2028. Reprinted from Reference [3]

According to the report Snapshot of Global PV Markets 2024 published by IEA [4], as shown in
Fig. 2, the global PV industry has achieved significant growth between 2022 and 2023. According to
statistics, the global cumulative installed PV capacity increases rapidly from 1.2 TW in 2022 to 1.6 TW
in 2023. Among them, China’s installed PV capacity accounts for more than 60% of the global new
installed capacity, and its annual capacity in 2023 accounts for more than 15% of the global cumulative
capacity. The global solar market is growing exponentially, Solar Power Europe [5] forecasts that global
solar will more than double to 2.3 TW by 2025.

At the same time, due to China’s robust manufacturing capacity, the production of PV modules
has increased dramatically, leading to a global supply exceeding demand, Consequently, the cost of
modules is rapidly declining, with prices reaching record lows. The market growth rate is remarkable,
with the market outside of China growing at a rate of 30%, while China’s own domestic growth rate
exceeds 120%. The number of countries with theoretical penetration rates exceeding 10% has doubled
from last year to 18 countries. Solar energy plays a crucial role in reducing carbon dioxide emissions in
the electricity sector. According to the latest statistics, new renewable energy installations accounted
for over 75% of the market share, with this new capacity contributing nearly 60% to total electricity
generation. These figures not only highlight the significant contribution of the PV market to the
transition of the energy structure but also demonstrate its vast potential and growth rate in the global
energy market.
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Figure 2: Evolution of cumulative PV installations

As the proportion of PV power generation continues to grow within the energy mix, the power
industry faces a series of new challenges. The intermittency and uncertainty of PV power generation
impose higher requirements on higher grid operation and management. Accurate forecasting of PV
output power becomes crucial for load balancing, reserve resource allocation, and the maintenance of
system stability [6—8]. The PV power forecast is a key component of the grid’s reserve allocation and
stability. Accurate PV power generation forecasting is critical for power production companies and
system operators, enabling them to plan operational strategies more effectively and ensure that power
supply matches load demand. By optimizing generation scheduling, they can prevent issues related to
power shortages or surpluses caused by mismatches between supply and demand [9,10]. The PV power
forecast is a key element of the PV power distribution strategy.

In addition, efficient scheduling strategies and accurate PV power forecasts are important for
achieving supply-demand balance and optimizing reserve allocation [! 1,12]. By accurately predicting
the PV power output, the supply and demand relationship of the grid can be more effectively managed,
allowing for the rational arrangement of power generation and load. This reduces unnecessary energy
waste, facilitates the expansion of PV power generation scale, enhances its economic and social
benefits, and improves the operational efficiency of the grid [13,14].

The power output of a PV system is influenced by a variety of factors that interact to cause
fluctuations[15,16]. Among these factors, solar irradiance is the most significant, and temperature also
plays a considerable role. In the actual operation of PV systems, a variety of meteorological elements
such as cloud migration, wind and wind direction changes, and relative air humidity can affect the light
conditions and module temperature to different degrees [17]. The temperature of the module can be
affected to varying degrees. In addition, there are several long-term factors that should not be ignored,
including the aging of PV panels, the mismatch of performance between modules, and the decay of
efficiency loss due to dust accumulation and coverage. The efficiency and electricity production of
PV systems are influenced by a combination of various meteorological factors, such as cloud cover,
seasonal variations, and weather patterns, which lead to significant volatility and instability in output
power [18-21]. Short-term fluctuations in PV power generation may lead to voltage fluctuations in
distribution feeders, affecting the normal operation of the grid [22].
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Comprehensive analysis shows that the power output characteristics of PV systems are the result
of interactions among multiple factors, which often exhibit significant non-linearity and uncertainty
due to their dynamic changes and mutual influences. As a consequence, the power output of PV
systems demonstrates pronounced non-linear behavior. This makes it challenging to achieve accurate
predictions relying solely on traditional simplified models.

Through the collection of historical PV power forecasting research review data in the Web
of Science (WoS) database, various keywords were used for searches, including combinations of
terms such as “machine learning,” “artificial intelligence,” “photovoltaic power generation,” and
“performance prediction.” Table 1 is a list of representative reviews from recent years, including the
authors, publication year, and main research content.

Table 1: Presentation of selected previously published literature reviews

Author Publication Main contents Possible limitations
years
Jobayer  2023.6 Principles and applications of 1) Focused on the application of
etal. [23] selected machine learning machine learning in multiple
methods based on research photovoltaic parameters, the
papers published in 2020-2022. discussion on power prediction is
insufficient.

2) Lacks an introduction to combined
methods and commonly used
algorithms in recent years.

Akhter 2019.6 The corresponding Artificial 1) The introduction to commonly used
et al. [24] Neural Networks (ANN), deep learning methods in recent years
Support Vector Machines is insufficient.
(SVM), and Extreme Learning  2) Lacks an introduction to commonly
Machine (ELM) prediction used optimization algorithms and
models are presented. The clustering algorithms in combined
performance of metaheuristics methods.

and machine learning methods
are compared.

Dimd 2022.3 The influence of meteorological 1) Lacks a summary and comparison of
etal. [25] parameters and pollution effects ~ commonly used optimization
due to snowfall on the algorithms and decomposition
performance of prediction algorithms in combined methods.
models is discussed. 2) With insufficient horizontal
comparisons among the types of
algorithms.

(Continued)
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Table 1 (continued)

Author Publication Main contents Possible limitations
years

Ahmed 2020.6 Modern prediction techniques 1) The introduction to combined

et al. [20] are reviewed and evaluated. The methods is limited, covering only the
importance of using coupled combination of predictive models.
evolutionary algorithms to 2) There is insufficient introduction to
optimize input data is discussed.  deep learning methods that have been

widely applied in the past two years.

Kumar 2022.11 Different machine learning 1) Lacks an introduction to commonly

et al. [27] algorithms are introduced, such used combined forecasting methods.
as support for traditional SVM, 2) The variety of deep learning
Random Forests (RF), and algorithms introduced is limited, and

Convolutional Neural Networks  there is a lack of introduction to the
(CNN), Multilayer Perceptron principles of the algorithms.

(MLP) applications.
Pandzic  2024.1 A brief discussion is provided 1) Lacks an introduction to combined
et al. [28] on how to construct predictive forecasting methods.
models, including the selection  2) The introduction to commonly used
of assessment measures and machine learning methods is limited,
machine learning methods. and there is a lack of horizontal
Highlights include a discussion comparisons among various
of the data sources cited in algorithms.

different literatures, a summary
of open access data sources, and
a benchmarking platform.

Gaviria 2022.8 Summarizes the application of 1) The introduction covers various

et al. [29] Machine Learning (ML) applications of machine learning in
techniques in photovoltaic photovoltaic systems, and the content
systems. cover the use of ML in on photovoltaic power prediction is
the control, management, fault limited.

diagnosis, as well as irradiance ~ 2) The variety of deep learning methods

and power generation prediction  introduced is limited, and there is a

within photovoltaic systems. lack of introduction to combined
forecasting methods.

(Continued)
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Table 1 (continued)

Author Publication Main contents Possible limitations
years
Engel 2022.12 Summarizes a series of machine 1) The introduction covers multiple
et al. [30] learning techniques and explores  applications of machine learning
their diverse applications. The methods in photovoltaic systems, and
studies covered a range of topics,  the content on power prediction is
including estimation of solar limited.
radiation levels, prediction of  2) There is a lack of introduction to
photovoltaic power output, combined forecasting methods.
forecasting of electricity market
prices, and prediction of energy
consumption demands.
Theanetu  2022.12 A detailed procedure for PV 1) The variety of deep learning methods
etal. [31] power prediction and some introduced is limited, and the
machine learning methods are horizontal comparisons among
presented. The focus is on algorithms are somewhat insufficient.
data-driven procedures. 2) The introduction to combined
prediction methods is limited,
covering only model parameter
optimization.
Tian 2023.10 Explored the utilization of solar 1) The introduction to artificial
et al. [32] energy in urban environments intelligence methods is brief, and the
and summarizes the challenges horizontal comparisons among
associated with multi-scale solar  algorithms are insufficient.
energy forecasting. It provides  2) The depth and length of the
insights and guidance for the introduction to combined prediction
effective use of solar energy in methods are limited.
cities.
Prema 2021.12 Short-term forecasting models 1) The introduction to the solar section
et al. [33] for solar and wind power is brief, and some commonly used
generation are investigated. algorithms in recent years are not
Applications to various machine  included.
learning models are presented.  2) There is a lack of introduction to
combined prediction methods.
Asghar 2024.6 Five artificial neural network 1) There is a lack of introduction to
et al. [34] models are reviewed. These some commonly used artificial
include MLP, Recurrent Neural intelligence methods.
Networks (RNN), Long 2) The coverage of combined prediction
Short-Term Memory (LSTM), methods is limited, and there is a lack
Gated Recurrent Unit (GRU), of introduction to data

and CNN. decomposition algorithms.
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As can be seen from the Table |. Existing reviews on PV power forecasting have primarily
focused on the introduction and comparison of single traditional models, often emphasizing the
advantages of different statistical and machine learning methods. However, as research in this field
advances, there has been a shift toward reduced usage of conventional machine learning models,
with researchers increasingly adopting deep learning models that exhibit superior learning capabilities.
Previous literature reviews have not adequately covered these deep learning models. Another emerging
trend is the move away from focusing solely on the improvement of individual predictive models and
algorithms, towards a more comprehensive approach that includes data preprocessing, weather type
classification, and model parameter optimization.

This review bridges the gaps by offering a comprehensive overview of both traditional physical and
statistical methods, as well as the currently trends machine learning and deep learning models used in
PV power forecasting. The review also evaluates the strengths and weaknesses of various algorithms
and their predictive accuracy, visually represented through graphs to highlight differences. Further-
more, the review delves into recent advances in combined methods, including data decomposition,
model parameter optimization, clustering techniques, and a comparative analysis of commonly used
ensemble models.

This article’s structure is as follows:

This paper commences with an introduction to the evaluation metrics used to assess the forecast-
ing capability of PV power generation. Subsequently, we present the classification methods and criteria
for PV power forecasting. We then conduct a comprehensive review and analysis of the current state of
research based on the selection of different prediction models. With the surge in artificial intelligence,
data-driven and machine learning-based models have achieved higher prediction accuracies. Although
traditional physical and statistical methods are less frequently used nowadays, they can enhance
prediction capabilities when combined with machine learning models. Therefore, this paper provides
a brief introduction and analysis of both physical and statistical methods. Subsequently, we detail
the application of artificial intelligence methods in PV forecasting, specifically comparing the widely
used machine learning and deep learning models and summarizing their respective advantages and
disadvantages. Lastly, we introduce the more recent combined methods that have gained significant
attention and usage, such as data decomposition, clustering algorithms, intelligent optimization
methods, and combinations of multiple deep learning models. Through an analysis of the most recent
findings published over the past 3 years, we summarize the current level of research and discuss future
prospects for PV power forecasting, offering insights to guide subsequent research endeavors.

The contribution of this paper is as follows:

1. The current developments in the field of PV power generation as well as its future potential are
described, and the impact of PV power fluctuations on the power system is illustrated. Various
factors contributing to the instability of PV power output are analyzed. The importance and
significance of research to improve the level of PV power prediction is discussed.

2. The deficiencies and limitations of the currently available review articles in the field were
analyzed, and the technical articles issued in the field in recent years were counted and
analyzed.

3. The evaluation indexes and classification methods of power prediction are introduced in detail,
and the current status of the research is explained and discussed in detail based on four
different prediction methods, and the advantages and disadvantages of each technical method
are compared and analyzed.



3580 EE, 2024, vol.121, no.12

4. The artificial intelligence methods and combined methods currently widely used in this field are
highlighted and compared, while the application of data decomposition, weather clustering,
and optimization algorithms in PV power prediction are studied and discussed.

5. Summarizes the current research results in the field of photovoltaic power prediction and
discusses the future direction of the development of this field.

2 Projected Evaluation Indicators

When assessing the performance of PV power forecasting models, researchers commonly adopt
a suite of metrics to facilitate a comprehensive analysis and evaluation. These metrics are intended
to collectively reflect the accuracy, stability, and generalization ability of the models, thus providing a
scientific foundation for model optimization and selection. They mainly include Mean Absolute Error
(MAE), Normalization Error (MSE), Mean Absolute Percentage Error (MAPE), Root Mean Square
Error (RMSE), Normalized Root Mean Square Error (NRMSE), Coefficient of Determination (R?).
The formula for calculating the evaluation indicators is shown in the Table 2.

The advantage of MAE is its intuitive nature, which is easy to understand as it directly reflects
the mean of the errors in the original units of the data. However, it is not suitable for cross-data set
comparisons because it is affected by the size and units of the data.

MAPE, as a percentage representation of error, provides scale- and unit-independent metrics that
facilitate comparisons across datasets. However, it can be biased against small values, small absolute
errors can lead to high percentage errors in the case of small values, and the MAPE metric can be so
large that the ability to assess it fails when there are 0 values in the dataset [35]. MSE is a statistical
measure used to evaluate the precision of forecasting models by calculating the squared differences
between predicted values and actual observations. However, MSE is highly sensitive to outliers within
the dataset. The presence of outliers can cause a significant increase in the MSE value, potentially
leading to a biased assessment of model performance and impacting the fairness of the evaluation
results [36]. RMSE provides a measure of error in the same units as the original data while reducing
the impact of outliers, and is a metric that balances the magnitude and frequency of errors [37]. The
NRMSE normalizes the RMSE, enabling fair comparisons of RMSE across different datasets and
forecasting models. Precision measurement is primarily evaluated using the R> metric, which quantifies
the goodness of fit between predicted and actual values. The R? value intuitively reflects the accuracy
of the model’s predictions. Ranging from 0 to 1, a value closer to 1 indicates higher prediction accuracy,
while a value closer to 0 suggests lower accuracy. The R* can also be presented as a percentage. At the
same time, R? carries the risk of overfitting, so careful consideration needs to be given to the model’s
generalization ability when relying on R? as a performance metric.

Table 2: Evaluation metrics used for PV power forecasting. Reprinted from Reference [38]

Assessment of indicators Mathematical model Note
1 N
MAE MAE = v St — T N: Number of samples
i=1
| R
MSE MSE = v >t —T) T;: Measured values
i=1

(Continued)
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Table 2 (continued)

Assessment of indicators Mathematical model Note

t—T,
T

1

MAPE MAPE =

1
Nz

t;: Projected value

RMSE RMSE = T,.x: Measured maximum value

1
\/szil (= T) N
NRMSE T T T,...: Measured minimum

Z?I:l (Zi - T)z

R? T: Actual average

C: Rated power

In summary, the selection of appropriate evaluation metrics is critical to accurately measure and
compare model performance.

3 Classification of Power Prediction Methods

PV power forecasting can be categorized using various approaches, with each classification scales
corresponding to distinct predictive methodologies. In this paper, we focus on five primary scales of
the prediction process, prediction time scale, prediction space scale, prediction type, and prediction
using the model to summarize the classification of PV power prediction. The basis and results of the
classification are illustrated in Fig. 3.
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Figure 3: Classification of PV power prediction

Direct prediction refers to the direct output of predicted power values based on historical sample
power data [39]. Indirect prediction means that the received solar radiation value is first predicted and
then the power prediction is calculated by the system power characteristic modeling [40]. Depending
on different forecasting needs, different time scales can be selected. The time scales for forecasting are
primarily divided into four categories: ultra-short-term, short-term, medium-term, and long-term.
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Table 3 outlines the main applications for each time scale [41]. The performance of a forecasting
model can significantly vary with the selection of different prediction time scales. Presently, the
preponderance of research is concentrated on short-term and ultra-short-term photovoltaic power
forecasting. When selecting a prediction time scale, it is crucial to make a reasonable choice based on
different application scenarios and to choose a model that is well-suited to the chosen time scale.

Table 3: Summary of the application of the four forecasting time scales

Projected time scales Appliance

Ultra-short-term forecasting (<60 min) Real-time power scheduling and optimal reserves

Short-term projections (1 h~7 d) Day-ahead and midterm movements

Medium-term forecast (7 s~30d) Power system architecture, photovoltaic system
maintenance

Long-term projections (30 d~1 year) Safety operations and planning, transmission and

distribution organization

Prediction spatial scales can be categorized into single-regional prediction and regional prediction.
Predictions for the power generation of a single site are referred to as single-regional predictions,
while regional prediction involves forecasting the power generation of multiple sites within a region
[42]. Forecasting can be categorized by the type of forecasting into deterministic forecasting (point
forecasting) and uncertainty forecasting. Deterministic forecasts provide exact values at a particular
forecast moment. Uncertainty forecasting is further subdivided into two forms: interval forecasting
and probabilistic forecasting.

According to the difference in the characteristics of the models used in the power prediction
process, they can be categorized into physical methods, statistical methods, artificial intelligence
methods, and combined methods [43]. As shown in Fig. 4, the PV power prediction process based
on the use of different model features is given. The physical method obtains the predicted power value
by inputting the collected historical data of PV power generation and meteorological parameters into
the equations established based on physical principles. Statistical methods obtain the predicted power
values based on mathematical principles by selecting specific statistical methods to characterize the
historical data. Artificial intelligence methods involve constructing predictive models using machine
learning algorithms or deep learning algorithms. These models are trained on preprocessed data, and
once trained, they are used to make predictions. Combined methods predict PV power by studying
and combining the use of multiple models.

The main contents of physical, statistical, artificial intelligence, and combinatorial methods based
on different models are shown in Fig. 5. Statistical methods mainly contain Autoregressive Moving
Average (ARMA), Autoregressive Integrated Moving Average (ARIMA), Exponential Smoothing,
and Regression, artificial intelligence methods mainly include models such as SVM, ANN, and related
variants of ANN models, and combinatorial methods are introduced for Signal Decomposition,
clustering algorithm, Combined DL algorithm, optimization algorithm, etc., are introduced.
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4 Status of Research
4.1 Physical Methods

Physical methods encompass the modeling of the physical principles of PV power generation,
including the process of receiving solar radiation and converting it into electrical energy. By mathe-
matically modeling the geographical location of the photovoltaic system in the prediction area, along
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with the received meteorological parameters and solar radiation values, these methods simulate the
PV panels receiving solar radiation and converting it into electrical energy [44]. Physical methods are
usually categorized into three types: numerical weather prediction (NWP), ground-based cloud maps
or satellite cloud observations, and sky imaging.

The input information of the physical model contains three kinds of dynamic meteorological data,
the measured data of the model power output statistics (Model Output Statistics, MOS) of the PV
system, and the system information of the PV plant. As shown in Fig. 6, the physical method is more
demanding in terms of input data. It has a simpler modeling process.

PV sistem information NWP date 1 Online

Specific PV plant model

Radiation Intensity, Temperature, MOS

PV Power Output MOS

PV Output Forecast

Figure 6: Physical methods

Zhang et al. [45] calculated the correlation coefficient between the weather forecast data of the
day to be tested and historical days. They selected historical days with high correlation coefficients as
the weather forecast data for the day to be tested. Based on NWP data as input, they obtained the
power generation value for the day to be tested. Wolff et al. [46] tested and evaluated multiple NWP
parameters. They input different NWP data and conducted power forecasting, validating the impact
of NWP parameter values on PV power generation. Jiang et al. [47] proposed a novel irradiance ramp
conversion technique based on the NWP method, which can utilize the NWP data more effectively.
Zhang et al. [48] used sky imaging data, and by combining with artificial intelligence algorithms, it
was found that the prediction results were better in the ultrashort-term prediction. Dong et al. [49]
corrected ground-based cloud map predictions using NWP to accurately predict the degree of ground
irradiance reduction caused by cloud shading in the ultra-short-term. To effectively utilize satellite
cloud observation data, Ye et al. [50] established a ultra-short-term PV power prediction model based
on cloud image features. They used CNN to extract features from satellite cloud images, effectively
improving the input data.
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Physical methods forecast PV power output by conducting precise simulation of the physical
processes involved. However, these models encounter significant challenges in practical applications.
When using physical methods for prediction, a comprehensive understanding of solar radiation equa-
tions and detailed parameters of photovoltaic components is required, which is often challenging to
attain in practice. Additionally, physical models react sluggishly to data fluctuations and, particularly
when dealing with complex meteorological conditions, experience a significant decrease in prediction
accuracy. They lack adaptability to variable environmental factors. Physical models exhibit insufficient
robustness against data noise and external disturbances, limiting their generalization capabilities in
changing environments. In the current field of photovoltaic power forecasting, physical methods are
used less frequently, and their prediction accuracy is generally low, with accuracy notably lower than
other methods.

4.2 Statistical Methods

Statistical methods construct models based on historical data and probability statistical theory. By
selecting statistical theories, they analyze historical data of photovoltaic power generation to identify
statistical relationships among the data. By examining the historical time series of power output and
the associated data characteristics of photovoltaic systems, they recognize statistical associations with
meteorological parameters. Subsequently, these associations are utilized to build models that predict
future power generation [51].

As shown in Fig. 7, which take meteorological parameter information, PV power, and other data
as inputs, and establish a model by selecting appropriate statistical methods, through which the output
value of PV power is predicted. Statistical methods mainly include the time series method [52] and the
regression analysis method [53], Among them, the time series method is widely used in the prediction
of photovoltaic power generation.

weather parameter;History PV power
generation and other data

v

Statistical Method Selection:
® Time series method

Determine whether is available

Yes

predict PV power generation

Figure 7: Statistical methods
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Within the domain of time series forecasting, linear regression, exponential smoothing, and
the ARIMA model are commonly used analytical tools. While linear regression and exponential
smoothing models, based on straightforward mathematical formulations, perform well with data
exhibiting clear linear or exponential growth trends, they may not adequately capture the nonlinear
patterns and long-term dependencies present in time series with complex dynamic characteristics.
This limitation restricts their predictive accuracy. In contrast, the ARIMA model, by combining
autoregression, differencing for stationarity, and moving averages, can more effectively handle the
volatility and seasonal variations in time series, thereby offering greater reliability in terms of
predictive accuracy. The Seasonal Autoregressive Integrated Moving Average (SARIMA) model,
as an enhancement of the classic ARIMA model, is specifically designed for analyzing time series
data with seasonal fluctuations. In PV power forecasting, seasonal changes—such as variations in
daylight hours and seasonal shifts in sun angles—have a profound impact on the output power of PV
systems. The SARIMA model, by incorporating seasonal differencing and seasonal autoregressive and
moving average components, not only accurately captures these cyclical variations but also provides
higher prediction accuracy and stronger adaptability compared to traditional ARIMA models. This
significantly enhances the reliability of the forecasting results.

Alsharif et al. [54] used the ARIMA model to predict daily solar radiation in Seoul, South Korea,
and found that ARIMA has good power prediction accuracy. Kushwaha et al. [55] used SARIMA for
ultra-short-term power forecasting and found that the model performs well under clear sky conditions
but shows a significant decline in performance during rapidly changing cloudy weather. To overcome
this limitation, SARIMA can be combined with various models to compensate for the shortcomings
in unpredictable weather conditions. Vrettos et al. [56] combined SARIMA with the machine learning
model ANN for forecasting. The improved prediction model exhibits higher prediction accuracy.

Statistical methods have an easier modeling process than physical methods. However, they tend
to be more susceptible to interference, exhibit slower responsiveness to data changes, and may achieve
lower accuracy in predictions. The statistical methods cannot be applied to newly established field
stations that lack historical PV processing data [57]. Statistical methods are mainly applied at higher
time scales, and the predictive accuracy of statistical models decreases with increasing predictive time
scales [58].

4.3 Artificial Intelligence Methods

Compared to conventional techniques, artificial intelligence technologies demonstrate superior
adaptability and fitting performance when dealing with high-dimensional, nonlinear datasets. Par-
ticularly in fluctuating meteorological conditions, AI methods provide more accurate prediction
outcomes. Currently, the academic community is gradually shifting from traditional statistical analysis
methods to utilizing Al algorithms for research. These algorithms are favored for their ability to deeply
mine underlying patterns within historical data and refine their prediction models through ongoing
learning processes. With data-driven learning strategies, Al models can effectively predict new datasets
and make decisions, which is particularly evident in the application scenario of photovoltaic power
forecasting, where they exhibit high accuracy and adaptability to environmental changes.

Artificial intelligence methods applied to photovoltaic power forecasting can primarily be cat-
egorized into machine learning algorithms and deep learning algorithms. The artificial intelligence
methods as shown in Fig. 8. Firstly, the historical data are subjected to data preprocessing, and this
process usually includes data cleaning, correlation analysis, data normalization, and other operations.
Abnormal data and missing data are removed and interpolated through data cleaning to avoid the
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impact of data anomalies on the training of the model. The correlation analysis operation filters
out the meteorological parameters with a strong correlation with the power value for input, and the
normalization operation removes the scale by mapping the values of each variable into the same scale.
It helps to reduce the amount of computation and shorten the training time of the model.
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Figure 8: Artificial intelligence methods

After going through the data preprocessing operations, the processed data is then divided into a
training set, testing set, and validation set. The training set is used for model training, by selecting
the appropriate machine model for feature extraction and training on the input data, to find out the
connection and law between the data.

The predictive ability of the trained model is then validated and performance is evaluated using
the validation set.

Finally, the validation set data is fed into the trained model to obtain the final PV power prediction
values.

4.3.1 ML Algorithm

Machine learning stands as a pivotal branch of artificial intelligence, focusing on the analysis
and processing of extensive historical datasets to enable models to identify patterns and trends. In the
realm of PV power generation, the application of machine learning technology is particularly crucial.
It can construct highly adaptive non-linear models that dynamically adjust their internal parameters
and weights based on the characteristics of the input data. Compared to traditional linear prediction
methods, machine learning models offer a considerable advantage over traditional linear forecasting
methods, particularly in handling complex non-linear relationships. They can capture subtle changes
in the data and predict the output power of photovoltaic systems under different environmental
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conditions. This adaptability allows machine learning models to provide more accurate and reliable
prediction results when faced with variable meteorological conditions and system operating states [59].

The widely used ML algorithms can primarily be categorized into three types: SVM, ensemble
learning methods, and ANN.

SVM are an efficient supervised learning algorithm. The basic strategy of SVM involves finding
an optimal hyperplane in a high-dimensional feature space that not only clearly separates data points
of different classes but also maximizes the margin between the data points and the hyperplane. As
shown in Fig. 9, this figure intuitively illustrates the working principle of SVM. Through this margin-
maximization approach, SVM can significantly improve the model’s prediction accuracy on new data,
enhancing its generalization performance and ensuring the reliability of the prediction results.

Negative Positive
Hypirplane /Hyperplane
e
® @

Figure 9: SVM schematic diagram

In regression analysis, SVM introduces the concept of an e-insensitive zone to implement
Support Vector Regression (SVR), allowing the model to make predictions within a predefined
error threshold, thereby enhancing its robustness in the face of data fluctuations. Additionally, SVM
effectively controls the model’s complexity through appropriate regularization terms, avoiding the risk
of overfitting and ensuring the model’s generalization capability on unseen data. This balance between
model complexity and prediction accuracy enables SVM to demonstrate strong application potential
in a wide range of data science problems.

Although SVM excel at addressing issues of prediction bias and local optima, the accuracy of
their predictions is heavily influenced by the choice of kernel function parameters and the penalty
factor [60]. Particularly in cases where the number of features far exceeds the number of samples,
SVM’s predictive performance may be suboptimal, making it more suitable for smaller-scale datasets.
Traditional parameter selection methods based on empirical rules often fail to achieve optimal
prediction results. The performance of SVM is highly dependent on the choice of kernel function and
the setting of the penalty factor, both of which directly affect the model’s generalization ability and
prediction accuracy. The selection of the kernel function determines how SVM maps data in a high-
dimensional feature space, while the penalty factor regulates the model’s tolerance for classification
errors. Incorrect parameter choices can lead to overfitting or underfitting, affecting the accuracy
and stability of the model in practical applications. Therefore, carefully tuning these parameters is
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crucial for optimizing the performance of SVM models. In practice, systematic methods such as cross-
validation are typically employed to finely tune parameters in search of the best configuration, aiming
to achieve more accurate predictions on unknown data. This approach helps enhance the model’s
generalization capability, ensuring optimal predictive performance on new datasets.

Chen et al. [61] optimized the parameters of the constructed SVM PV power prediction model
using and particle swarm algorithm (PSO), which effectively improved the accuracy of the SVM
prediction model. Wang et al. [62] established a prediction model by considering cloud variations,
using SVM for cloud image classification and further integrating ground-based cloud images with the
physical method in the prediction model.

Decision tree algorithms represent a widely-used supervised learning technique that recursively
divides data clusters into finer subgroups through a series of logical questions. As shown in Fig. 10,
the algorithm constructs its decision path by continuously evaluating the data’s features and identifying
the optimal splitting points until a predefined stopping criterion is met. Decision trees are favored due
to their intuitive structure and ease of interpretation, rendering them adaptable to diverse array of
datasets.

Decision Node
(Root Node)

l Sub-Tree
Decision Node Decision Node

Leaf Node Decision Decision Decision
Node Node Node

Figure 10: Block diagram of decision tree

The construction of a decision tree not only depends on feature selection but also on how the
contribution of features to the split effectiveness is quantified. In practice, decision tree algorithms
select features and splitting points by minimizing information loss or maximizing homogeneity,
ensuring that each subset has high consistency on specific features.

To enhance the generalization performance and improve the predictive accuracy of decision trees,
researchers employ various optimization techniques. These include pruning techniques, which reduce
model complexity by trimming branches that contribute little to overall prediction, thus alleviating
overfitting. Additionally, ensemble learning strategies, such as RF and Gradient Boosting Decision
Trees (GBDT), integrate predictions from multiple decision trees, enhancing model robustness and
resistance to outliers. Feature selection techniques further optimize model performance by screening
out the most critical features for the prediction task, excluding those that are irrelevant or provide
redundant information, thus streamlining the model and improving its efficiency. Through these
methods, decision trees can focus more effectively on the most informative features for learning and
prediction.

The synergistic application of these strategies can markedly enhance a model’s performance on
unseen data and bolster its interpretability. Pruning not only reduces model depth but also removes
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noisy features that could lead to overfitting. Ensemble learning injects diversity into the model,
reducing sensitivity to fluctuations in individual decision tree performance. Feature selection ensures
that the model focuses only on the most critical information during its construction phase.

The integrated application of these optimization methods offers a more nuanced and system-
atic approach to enhancing decision tree models, enabling them to make more precise and stable
predictions when handling complex datasets. However, each strategy has its applicable scenarios and
potential limitations, so they need to be flexibly selected and adjusted according to specific problems
and data characteristics in practical applications.

The RF algorithm is known for its robust generalization capabilities and robustness. Zhang et al.
[63] used the RF algorithm for prediction and compared its results with those of Backpropagation
(BP), Radial Basis Function (RBF), and MLP models. They found that the RF algorithm exhibited
higher fitting accuracy and prediction precision. Lahouar et al. [64] leveraged the characteristics of
RF, including its resilience to irrelevant input variables, good generalization ability, and the ability
to measure the importance of input features. Based on these properties, they proposed an RF-based
predictor for day-ahead power forecasting.

In recent years, ANN have become a focal point of research and application due to their unique
advantages. These networks are renowned for their outstanding parallel processing capabilities, power-
ful nonlinear modeling abilities, and excellent fault-tolerance mechanisms, particularly demonstrating
their broad applicability in analyzing nonlinear and non-stationary datasets [65]. However, traditional
shallow neural networks may have limitations in capturing the complex mapping relationships between
inputs and outputs, which can sometimes constrain their predictive accuracy [66].

As shown in Fig. 11, its composition mainly consists of an input layer, a number of hidden layers,
and an output layer.

Hidden Layer
Input Layer

Output

. Layer

Figure 11: Neural network block diagram

When constructing the input layer, variables that have a significant impact on PV power output are
typically selected as input parameters. The number of nodes in the hidden layer is usually determined
using a trial-and-error adjustment method. Initially, an empirical formula is used to estimate an
appropriate number of nodes, followed by fine-tuning based on the training results. As for the output
layer, it corresponds to the power prediction value.

Nespoli et al. [67,68] constructed an ANN model for PV power prediction. Their results showed
that the ANN predictions were accurate; however, there was some uncertainty when considering
terrain and weather features and quantifying predictions.
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Back Propagation (BP) neural networks have also received considerable attention. These networks
belong to a class of single-direction information transmission with a multi-layer feedforward structure.
However, neural networks have inherent drawbacks, such as the possibility of getting stuck in local
optima and slower convergence processes, which can limit the overall predictive performance of the
model. Li et al. [69] combined wavelet transform and Incremental Adaptive Generalized Autoregres-
sive (IAGA) with BP neural networks to address these limitations in neural network predictions.

Jebli et al. [70] used Linear Regression (LR), RF, SVR, and ANN to perform solar energy
forecasting using data from the Moroccan region. The computed results are shown in Table 4.
From the prediction results, it can be seen that all models exhibit higher prediction accuracy in
real-time forecasting compared to daily forecasting. Real-time forecasting requires longer training
times. Among the models, the ANN outperforms the others in both real-time and daily forecasting,
demonstrating superior prediction results. Therefore, the ANN model appears to be more suitable for
long-term solar energy prediction.

Table 4: Combined results of real-time and daily forecasts from the four models

Model Prediction NRMSE Training time (s)
LR Real-time 0.25 0.012
Daily 0.14 0.0026
RE Ree.ll-tlme 0.06 12.88
Daily 0.092 0.35
Real-time 0.17 79.58
R
SV Daily 0.10 0.034
Real-time 0.07 45.52
ANN
Daily 0.03 124.14

RF and ANN have superior capabilities in solving complex nonlinear problems, and they typically
outperform LR and SVR in real-time solar forecasting tasks. ANN outperforms other models in
predicting daily power generation, largely due to its deep computational architecture and multi-
learning layer design, as well as its ability to analyze comprehensive data in depth. ANN’s strengths
in accuracy and error control make it an ideal tool in the field of forecasting.

Asiedu et al. [71] used both single and hybrid machine learning models to predict photovoltaic
power generation at different time scales. Experimental results show that RF, Extreme Gradient Boost-
ing (XGBoost), and ANN exhibit significantly lower errors compared to other models, with ANN
standing out as the most prominent. Although RF performs slightly better in MAE, ANN excels in
the comprehensive evaluation system. Meanwhile, traditional linear regression and its variants, Ridge
and Lasso, show poorer prediction results, confirming that machine learning methods outperform
statistical methods in terms of predictive capability. Furthermore, models built by integrating multiple
machine learning techniques have even lower errors, which are calculated as shown in Fig. 12, which
confirms that model ensembling can significantly improve prediction accuracy.
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Figure 12: Comparison of single and hybrid model predictions

4.3.2 DL Algorithm

Traditional machine learning techniques, such as decision trees and SVM, typically rely on shallow
model structures that often require researchers to preselect and extract features. This process can
be laborious and is potentially constrained by the researcher’s experience and domain knowledge.
Conversely, deep learning models adopt complex network structures composed of multiple layers
of nonlinear processing units. These models can automatically learn and extract features directly
from raw data without human intervention. The core advantage of deep learning lies in its ability to
automatically perform feature learning through deep neural network architectures. These networks
can capture complex patterns and hierarchical information in the data. Each layer of neurons
transforms the output of the previous layer through nonlinear transformations, gradually building
more abstract feature representations. This bottom-up feature learning process enables deep learning
models to demonstrate exceptional performance in many fields.

Commonly used DL models for PV power forecasting include Convolutional Neural Networks
(CNN) and Recurrent Neural Networks (RNN). In addition, attention mechanisms and Temporal
Convolutional Networks (TCN) have recently gained significant attention from researchers.

1. CNN

CNN can be used to process time series-type data. In PV power prediction, CNN can be used to
extract spatial features in meteorological data or for feature extraction in multivariate time series,
which can effectively improve prediction accuracy. In general, CNN-based classification models
consist of four types of layers namely the convolutional layer, pooling layer, fully connected layer,
and logistic regression layer. As shown in Fig. 13.
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Figure 13: The structure of CNN. Reprinted from Reference [72]

The convolutional layers utilize convolution kernels to capture spatial features and latent infor-
mation from the input data. Subsequently, pooling layers perform downsampling operations, such as
max pooling or average pooling, on the feature maps. This process refines the features by reducing their
dimensionality and decreasing computational load. Subsequently, fully connected layers map these
features into a high-dimensional space to facilitate further analysis and inference. Finally, a logistic
regression layer serves as the output layer, applying a logistic function to generate the final prediction
result.

2.RNN

RNN is a structure designed for sequence data and is suitable for processing time series informa-
tion such as photovoltaic power generation and meteorological data. Since long sequences can lead
to gradient problems, including gradient vanishing or explosion, LSTM, as an extension of RNN,
is able to efficiently capture and maintain long-term dependencies in sequential data by introducing

forgetting gates, input and output gates, and memory units, and thus performs much better in dealing
with long-term dependency problems [73].

Currently, LSTM is widely used and concerned with PV power prediction. The structure of LSTM

is shown in Fig. 14,
(h)

A

=fct

.

Figure 14: Neural modules of LSTM. Reprinted from Reference [74]
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Sharadga et al. [75] proposed that accurate and transferable prediction models can be achieved
through the use of publicly available datasets, even in the absence of solar radiation measurements
and other weather parameters. Wang et al. [76] conducted a prediction study using LSTM, CNN, and
CLSTM for solar power generation over a single day in a region of Australia in 2019. They found
that the choice of input sequence length is very important and has a significant impact on prediction
accuracy. Zhouet al. [77] Used time series integration methods for forecasting and found that the built-
in attention mechanism of LSTM enables it to adaptively focus on the important features for each
forecast time period. However, LSTM also has the characteristic of handling overly long time series,
which can lead to the loss of important information and difficulty in mining the inherent patterns of
the data.

Perera et al. [78] used CNN to predict daily power generation in a specific region and found that
CNN had good predictive capabilities, yielding accurate results. Wang et al. [79] proposed a PV power
prediction model that integrates a Solar Radiation Model (SRM), CNN, and LSTM. Compared to
other methods, this model produced superior prediction results. Wang et al. [80] proposed a weather
classification-based method and used a CNN-LSTM model to predict power generation for PV
stations in a regional area. For each station, separate convolutional and pooling layers were established
to extract features specific to each station as well as inter-station features, which were then fed into the
LSTM for prediction.

3. Attention Mechanisms (AM)

When processing long sequential data, the RNN may gradually decrease the weight of information
from earlier time points in the neuron state over time. This phenomenon can cause the network
to have difficulty in capturing features from earlier time points, which can lead to the problem of
information forgetting [¢1]. The AM draws on how the human brain focuses its attention, and by
increasing the focus on important information during the training process, it enhances the impact
of that information, which in turn improves the accuracy of the model overall. It assigns differential
importance weights to input features, enabling the model to identify and focus on the information
segments that are critical for the prediction task. This approach endows the model with a functionality
akin to human visual attention, allowing it to automatically discover and emphasize the features that
have the greatest impact on the output results.

Li et al. [82] introduced an evolutionary attention learning method in LSTM, where the AM can
assign importance weights for each specific time step, effectively addressing the issue of attention
dispersion in traditional LSTM models. CNN network has good feature extraction ability for time
series, and LSTM network time series have good prediction accuracy when they are predicted.
Qu et al. [83] combined CNN, LSTM, and AM to propose the ALSM model. They used the ALSM
model to predict photovoltaic power for the next hour and compared the prediction results with the
errors of single models, as shown in Table 5. The ALSM model demonstrated improved prediction
accuracy compared to single models, indicating that the AM can enhance model performance to a
certain extent. However, they also found that the ALSM model has certain limitations, such as being
suitable only for a specific range of prediction spans. It performed well for hourly predictions on a
day-ahead basis, but its prediction accuracy was limited when applied to longer time scales.
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Table 5: Prediction errors based on Alice Springs photovoltaic power system of DKASC data
Methods NRMSE (%) NMAE (%) R? (%)

ARMA 10.76 7.72 92.53
ARIMA 10.30 7.56 92.65
LSTM 8.28 5.74 95.43
CLST™M 7.26 4.93 96.72
ALSM 6.34 4.20 97.50

4. TCN

Traditional RNN models such as LSTM also cannot parallelize operations and suffer from
long training times and slow convergence speeds [84]. TCN introduces mechanisms such as causal
convolution, dilation convolution, and residual module, which effectively remedies the difficulties of
traditional RNN in long sequence feature extraction. The core task of TCN is to extract the significant
spatial features in the input data and pre-process them appropriately. The network structure consists
of a series of dilated and causal one-dimensional convolutional layers [85], that keep the input and
output lengths of these layers consistent. The structure is shown in Fig. 15, The design of the expanding
convolutional layer allows the network to adjust the amount of historical information it receives on
demand, which allows the network to dig deeper into the intrinsic characteristics of the PV power data.
The TCN also integrates a residual network module, a design that helps to prevent gradient explosion
and gradient vanishing problems and ensures the ability to maintain long-term dependence on the
information during the training process. The structure of the residual module is shown in Fig. 16.
When the input and output dimensions of the residual module are different, the nonlinear mapping
function can downsize the high-dimensional data to optimize the performance and efficiency of the
network.
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Figure 15: Dilated causal convolution. Reprinted from Reference [80]
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Figure 16: TCN residual module. Reprinted from Reference [87]

Zhanget al. [88,89] utilized TCN for PV power prediction and enhanced the TCN neural network’s
ability to extract features from time series signals by introducing different attention mechanisms. They
further reweighted the TCN results to compensate for missing and overlooked information, thereby
improving the neural network’s prediction accuracy and generalization capability.

4.3.3 Combined Methods

Combined methods combine two or more algorithms for prediction by comparing and integrating
multiple prediction methods or models and fully exploiting the advantages of different prediction
methods or models [90]. Predicting PV power output is a sophisticated process, influenced by a
multitude of factors such as meteorological conditions, seasonal variations, and equipment perfor-
mance. Conventional single-model prediction approaches may not adequately capture these complex
dynamics, leading to significant deviations in predictions under certain conditions. To surmount this
challenge, researchers are increasingly turning to combined methods. By developing a hybrid model
that incorporates a variety of prediction techniques, the unique advantages of each model can be
harnessed while mitigating the weaknesses inherent to any single model. This approach enhances
overall predictive accuracy. Combined methods can balance and complement the shortcomings of
individual models, reducing prediction errors caused by model limitations.

Combined prediction is improved by using methods such as data decomposition and model
optimization, or by assigning weights to the predictions of different models by using weighted fusion
to finalize the prediction. as shown in Fig. 17.

In recent years, more researchers have started using ensemble methods for prediction, combining
multiple algorithms to avoid the problem of significant bias in single-model predictions. Artificial
intelligence algorithms are employed in various stages of model construction to achieve optimal
prediction schemes. As shown in Table 6, researchers use various data decomposition algorithms to
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preprocess the prediction dataset, reducing noise and extracting features to improve the reliability of
the dataset. Ensemble prediction models are constructed by combining multiple algorithms, enabling
complementary strengths among the models, such as the popular CNN, LSTM, and AM combination
model, which can maximize the predictive capabilities and achieve high prediction accuracy.
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Figure 17: Power prediction of PV based on combined methods

Table 6: Combined methods used in the last two years

Author Year of Thrust Research methodology
publication
Lu 2024.7 PSR + EEMDAN + 1) Singular Spectrum Analysis (SSA) and
etal. [91] GWO + LSTM Ensemble Empirical Mode Decomposition with

Adaptive Noise (EEMDAN) were employed for
data denoising and feature extraction.

2) The Grey Wolf Optimizer (GWO) was utilized to
optimize the key parameters of the
Photoacoustic Spectroscopy Ratio (PSR) and
LSTM network.

3) Real-time forecasting was conducted using
the LSTM.

(Continued)
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Table 6 (continued)

Author

Year of
publication

Thrust

Research methodology

Zhang
et al. [92]

Fan
et al. [93]

Wang
et al. [94]

Sun
etal. [95]

Liu
et al. [96]

2023.3

2024.7

2024.6

2024.8

2024.6

AP + CEEMDAN +
BiLSTM

CNN + LSTM + AM
+ CPO

VMD + NGO +
BiGRU

WTEEMD + FCM +
IGWO + LSTM

ICEEMDAN +
BiLSTM + CNN +
AM

1) The Affinity Propagation (AP) clustering
algorithm was applied for weather pattern
clustering.

2) The Complete Ensemble Empirical Mode
Decomposition with Adaptive Noise
(CEEMDAN) algorithm was utilized for signal
decomposition and denoising.

3) BiLSTM were employed for ultra-short-term
forecasting of each component.

1) The Cuckoo Search Optimization (CPO)
algorithm was employed to optimize the
parameters of the LSTM network.

2) A combination of CNN, LSTM and Attention
Mechanism was utilized for forecasting.

1) The Variational Modal Decomposition (VMD)
was utilized to decompose the raw photovoltaic
power data.

2) Bidirectional Gated Recurrent Units (BiGRU)
were employed as a deep learning model for the
analysis.

3) The NGO (Northern Goshawk Optimization)
was applied to optimize the hyperparameters of
the BiGRU network.

1) Wavelet Threshold Algorithm Improvement
(WTEEMD) was applied for noise reduction
and data reconstruction of meteorological data.

2) An improved version of the Fuzzy C Means
clustering (FCM) was employed to categorize
the dataset.

3) LSTM networks were utilized to establish
predictive models under three distinct
meteorological conditions.

1) The Maximum Information Coefficient (MIC)
was used to screen important meteorological
features.

2) The ICEEMDAN was applied to decompose the
original power signal.

3) BILSTM-CNN-AM models were constructed
for each reconstructed sequence.

(Continued)
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Table 6 (continued)

Author Year of Thrust Research methodology
publication

Herrera ~ 2024.5 LSTM + BOA 1) The Bayesian Optimization algorithm (BOA)

etal. [97] was employed to fine-tune the critical
hyperparameters of the Long Short-Term
Memory (LSTM) model.

2) The LSTM model was utilized for day-ahead

forecasting.

Wang 2024.6 ISO + CNN + 1) K-means clustering was conducted to categorize

et al. [98] BiLSTM weather patterns into three distinct classes.

2) ISO (Improved Snake Optimization) was applied
to optimize the parameters of the CNN-LSTM
model.

Furthermore, for the issue of parameter selection in prediction models, which was traditionally
based on experience, more researchers are now using intelligent optimization algorithms to optimize
the hyperparameters of the prediction models. Intelligent optimization algorithms have good solving
capabilities for complex problems, and using optimized hyperparameters for prediction can signifi-
cantly improve the reliability and robustness of the models.

Additionally, due to the impact of weather, season, and other factors on photovoltaic power
generation, researchers use weather clustering algorithms to categorize different weather and seasonal
types. Separate models are then constructed and trained for each category, effectively reducing the
impact of seasonal and weather changes on the models.

(1) Data decomposition algorithm

Noise interference is a major challenge throughout the data acquisition process for solar power
generation. At the same time, the variability and unpredictability of weather introduce uncertainty
factors that may have an impact on the continuity and reliability of solar power generation [99].

Decomposition algorithms divide time series data into different sub-signals and apply prediction
models to forecast PV power for each subsequence. On one hand, decomposing the original data
amplifies the small samples in power data, thereby obtaining more predictive features. On the other
hand, decomposing the original data can reduce the impact of noise on prediction accuracy.

The methods usually used for time series decomposition of PV power data are Wavelet Transform
(WT) [100], Empirical Modal Decomposition (EMD) [101], Integrated Empirical Modal Decompo-
sition (EEMD) [102] Complementary Empirical Emotional Modal Decomposition (CEEMD) [103],
CEEMDAN [104], VMD [105], etc.

WT requires manual setting of its basis functions, which reduces its adaptability. VMD has
good robustness against noise. However, when using VD, one needs to specify the number of modal
components K and the penalty factor 8. A smaller K value may lead to under-decomposition, while a
larger K typically results in modal aliasing or redundancy. A small 8 value leads to broader bandwidths
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for each mode, whereas a large 8 results in narrower bandwidths. If these parameters are not chosen
appropriately, it can result in over- or under-decomposition [106].

EMD suffers from issues such as poor robustness and mode mixing. However, Ensemble EEMD
can effectively address these problems by adding Gaussian white noise to the original signal before
performing EMD. The reconstructed Intrinsic Mode Functions (IMFs) generate new data samples
after EEMD decomposition and denoising. This improves the correlation among the data and
mitigates the effect of noise pollution on the prediction of PV power generation data in historical
datasets. Traditional signal decomposition algorithms also face issues like mode aliasing, pseudo-
modes, and residual noise [107].

VMD has good robustness against noise, which can effectively reduce the impact of noise.
For a given sequence, there should be an appropriate set of VMD parameters to achieve optimal
decomposition results. Boucetta et al. [108] combined the VMD algorithm with a CNN-LSTM
model for short-term PV solar power forecasting, predicting PV power for future intervals of 15,
30, and 60 min. The VMD-CNN-LSTM model showed significantly lower errors compared to other
single models. Jia et al. [109] determined VMD parameters by calculating the correlation coefficient
between the VMD residual and the PV power series. They then fed the decomposed sub-sequences
and the residual sequence into an ISSA-GRU model for forecasting. This approach achieved better
prediction results than manually setting the parameters, although the obtained parameters might not
be the optimal ones. Tao et al. [110] used GA optimization for the VMD parameters and LSTM for
prediction. The RMSE of the VMD-LSTM model was approximately 29.14% lower and the MAE
was about 26.64% lower compared to the LSTM model alone. When comparing the VMD-LSTM
model with the VM D-GA-LSTM model, the latter reduced the RMSE by about 0.16% and the MAE
by 7.36%.

Liu et al. [111] employed WT, CEEMD, and VMD to decompose the original data into more
predictable components. They then aggregated the prediction results of each component and averaged
them to obtain the final prediction, effectively improving the accuracy of the prediction model.

(2) Intelligent optimization algorithm

Among DL methods, RNN and LSTM networks are widely used to analyze the temporal
correlations in PV data due to their advantages in handling time series data. At the same time, CNN
play a significant role in analyzing the spatial features of PV data with their superior feature extraction
capabilities [112]. However, these models require the specification of certain parameters, such as the
learning rate, number of convolutional kernels, number of iterations, and number of neurons. The
choice of these parameters determines the quality of the model’s prediction results and requires
hyperparameter tuning, which is typically done using bio-inspired optimization algorithms to identify
the optimal hyperparameters for the model [113].

Metaheuristic algorithms are often used to optimize the parameters of predictive models, such as
Genetic Algorithms (GA) [114], Particle Swarm Optimization (PSO) [1 15], and Multi-Objective Grey
Wolf Optimizer (GWO) [116]. The Crested Porcupine Optimizer (CPO) can also significantly improve
the prediction performance of time series data.

Li et al. [117] optimized Bi-LSTM prediction model using PSO technique. Zhang et al. [118]
optimized the weights and thresholds of Outlier Robust Extreme Learning Machine (ORELM) using
Improved Atom Search Optimization (IASO). Fu et al. [119] proposed the use of Improved Nelder-
Mead Grey Wolf Optimization (INGO) to optimize the two hyperparameters of the Shared Weight
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Gated Memory Network (SWGMN) wind speed prediction model, finding the optimal parameter
combination.

Wang et al. [98] constructed a MISO-CNN-BiLSTM prediction model and introduced Improved
Snake Optimization (MISO) to optimize the hyperparameters of BiLSTM. They set up multiple
control groups for comparison and found that the proposed model had higher prediction accuracy
under various weather conditions. The Fig. 18 shows the prediction accuracy in cloudy weather.
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Figure 18: Comparison of models for cloudy weather. Reprinted from Reference [98]
Herrera et al. [97] used BOA to optimally adjust the hyperparameters of the LSTM model and

then used the optimized model for day-ahead PV power prediction. They compared the results with
those of GRU and MLP models. The results are shown in Tables 7 and 8.

Table 7: Prediction errors of models

Model MAE (MW) RMSE (MW) MAPE (%)
LSTM-BOA  0.0117 0.0145 1.8180
GRU 0.0235 0.0302 4.5018
MLP 0.0464 0.0589 6.8346

Table 8: R?, training time, and testing time of models

Model R? Training time (s) Test time (s)
LSTM-BOA 0.9945 375.9989 0.5841
GRU 0.9834 243.5160 0.4843
MLP 0.9554 11.0726 0.1485

As shown in Tables 7 and 8, the model with hyperparameters optimized using BOA exhibits lower
error values and better fitting performance compared to single models. However, the introduction
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of optimization algorithms increases the complexity of the model and prolongs the training time.
Although metaheuristic algorithms such as PSO and GWO demonstrate strong global convergence,
they have limitations in terms of generalizability and fault tolerance. Therefore, most researchers
are dedicated to improving optimization strategies to enhance the convergence and optimization
capabilities of the algorithms.

(3) Clustering algorithm

To address the intricacies of weather patterns and mitigate the impact of randomness on pho-
tovoltaic power generation forecasting, scholars incorporated clustering techniques within their
predictive methodologies. The frequently used clustering methods are the K-means algorithm [120]
and the Fuzzy C Means algorithm.

1) K-means algorithm

The K-means algorithm is an unsupervised clustering technique based on inter-sample distances,
which determines the cluster affiliation of each sample by calculating the Euclidean distance from the
sample point to the cluster center. In this process, the samples are automatically assigned to the nearest
clusters based on their distances from the cluster centers without the need to pre-label the samples. The
K-means++ algorithm, as a derivative of K-means, has a core improvement in the optimization of
the initialization process of the cluster centers. Compared with the K-means algorithm, K-means++
selects the initial clustering centers by a new strategy that avoids the problems that may be caused by
the completely random selection of clustering centers in the K-means algorithm.

The advantage of the K-means algorithm is its ability to adapt to data sets of different sizes, and
its operating principle is intuitive and easy to understand. The algorithm improves the robustness and
stability of clustering by optimizing the location of the cluster centers and using a distance metric to
select the optimal center of mass for each cluster. However, a major limitation of the technique is that
the number of clusters must be pre-specified, which is difficult to determine in some cases. In the K-
means process, the goal of the algorithm is to minimize the Euclidean distance between observations
and their respective cluster centers as a way to achieve efficient grouping of data points [121].

The K-means++ algorithm is improved using a strategy where the distance between the initial
clustering centers should be as far as possible. This algorithm starts by randomly selecting a sample
point as the starting clustering center [122]. Subsequently, each sample point calculates the probability
of becoming the next clustering center based on its distance from the current clustering center, and the
farther away the sample point is, the higher the probability that it will be selected as the clustering
center. In this way, the K-means++ algorithm can determine all the clustering centers step by step.
The advantage of K-means++ over the basic K-means algorithm is that it can improve the quality of
the clusters without relying on the random selection of cluster centers, thus enhancing the accuracy
and efficiency of the algorithm [123].

2) Fuzzy C Means algorithm (FCM)

The FCM algorithm iteratively calculates the affiliation of the sample points by optimizing the
objective function to achieve automatic classification of the sample data. Through its concept of
affiliation, it can deal with fuzzy boundaries of sample points between multiple categories. FCM
continuously adjusts the affiliation of sample points through an iterative process until convergence
and finally determines the category that each sample point belongs to [124,125].

The specific steps of FCM are as follows:
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Design the number of clusters as well as the hyperparameter m. Initialize the affiliation matrix
U® = [u,] with a random number of [0, 1] (where 7 is the number of data objects, m is the number

nxm

of cluster clusters, and it is the degree of affiliation of the data object x; to the center of the cluster).

1) Update the clustering center as shown in Eq. (1).

N m
. 21:1 ij X

¢ (1)
XL
2) The updated affiliation matrix is shown in Eq. (2).
1
Uy = ———————— )

m Xi—¢j m—1
k=1 \ xj—cj

3) Determine whether the iteration termination condition is satisfied or not, under the premise of
not exceeding the maximum number of iterations, the iteration termination condition is shown
in Eq. (3).

max, {| )" —u™ |} <e (3)

Fuzzy C Means also suffers from several obvious limitations. The FCM algorithm relies on the
Euclidean distance to measure the similarity between sample points, which may not be sufficient to
accurately reflect the complex interactions between variables. In addition, the FCM algorithm usually
assumes that all meteorological factors have an equal impact on PV power generation, which may
ignore the actual weights and dynamics of different factors. To overcome these limitations, future
research needs to explore more advanced methods to enhance the accuracy and applicability of FCM
algorithms when dealing with complex systems [126].

A large number of published research results have shown that the accuracy of PV power prediction
can be significantly improved by using clustering. Due to the strong correlation between PV power
and solar radiation intensity, the However, PV power is affected by multiple meteorological factors
at the same time. Lin et al. [127] calculated the correlations between various parameters and power
generation, finding that photovoltaic power generation is related to multiple meteorological factors.
They used multiple meteorological parameters for clustering and as predictive features to jointly
determine the final power prediction value. Lin et al. [126] calculated the correlations between various
parameters and power generation, finding that photovoltaic power generation is related to multiple
meteorological factors. They used multiple meteorological parameters for clustering and as predictive
features to jointly determine the final power prediction value.

Selecting a single solar radiation intensity for clustering can lead to a large bias, so it is more
effective to use multiple meteorological variables with high correlation as clustering features.

4.4 Comparison of Models

With the increased use of combined methods, this section facilitates the reader to understand
the prediction accuracy of combinatorial methods by introducing the most commonly used models
by researchers, and the corresponding prediction process, and comparing the prediction accuracy of
the combinatorial models used in the literature with that of other single prediction models, so as to
facilitate the reader’s intuitive understanding of the model construction process of the combinatorial
methods, and the specific use of the methods of data decomposition, parameter optimization,
and clustering. The methods of data decomposition, parameter optimization, clustering, and other
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methods are also given. At the same time, the error value of the specific model after using the
combination of methods is given.

Sun et al. [95] proposed a WTEEMD-FCM-IGWO-LSTM method. They used EEMD to denoise
and reconstruct meteorological data, improving the signal-to-noise ratio. After decomposition and
denoising with EEMD, Wavelet Transform Decomposition (WTD) was used to handle residual white
noise in the decomposed signals. Considering the uncertainty and randomness of meteorological
factors, FCM clustering algorithm was utilized to classify the data. An Improved Grey Wolf Optimizer
(IGWO) was then used to optimize the hyperparameters of the LSTM model. Finally, the LSTM model
was applied to predict photovoltaic power for three different meteorological conditions. Compared to
the control group’s errors, the adopted method achieved significant improvements in error control, as
shown in the Fig. 19.
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Figure 19: Error comparison. Reprinted from Reference [95]

As can be seen from Fig. 19, the WTEEMD-FCM-IGWO-LSTM model used in the study can
significantly reduce prediction errors, demonstrating lower RMSE and MAE values across different
weather conditions. Whether used individually or in combination, data decomposition algorithms,
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clustering algorithms, and intelligent optimization algorithms can all contribute to reducing the error
of the prediction model to some extent.

Dai et al. [128] proposed a hybrid ensemble-optimized BiGRU prediction model. The model
integrates one-dimensional CNN to perform convolution operations for feature extraction. The
Attention Mechanism is used to assign weight coefficients to features, thus enhancing the focus on
salient information. Additionally, stacking BiGRU layers deepens the model architecture, enhancing
its feature extraction capabilities. The BIGRU model undergoes a hybrid optimization process.

The prediction results were compared with those of single models, as shown in the Fig. 20,
including Support SVM, XGBoost, TCN, BiLSTM, and BiGRU, as well as ensemble models that
include optimized BiLSTM and BiGRU prediction models. Comparison results show that the hybrid
ensemble-optimized BiGRU model has the highest fit with actual data and superior fitting perfor-
mance. Other ensemble models also exhibit satisfactory prediction accuracy, albeit lower than the
hybrid BiGRU model. In contrast, single models such as BiILSTM, BiGRU, XGBoost, and SVM show
poorer fit with actual data and larger prediction errors. This confirms the view that integrating multiple
models through ensemble methods can significantly improve prediction outcomes.

Zang et al. [129] proposed two novel CNN models, Residual Network (ResNet) and Dense
Convolutional Network (DenseNet), as prediction models. They compared the prediction results of
the proposed models with those of traditional machine learning models such as SVM and MLP, as
well as conventional CNN models. The prediction results are shown in the Fig. 21.

RMSE

g N Spring @ Summer B Autumn ¥ Winter

Hybrid ¢ Hybrid ¢
nsemble o nsemble o Ensemble Ensemble
ptimized ptimized BiLSTM BiGRU
BiGRU BiLSTM

-
L3

m.n..oac;

-

Hybrid o Hybrid o
BiLSTM BiGRU ptimized ptimized SVM XGBoost TCN
BiGRU BIiLSTM

B Spring 13.666 14.135 14.103 14.036 14.412 14.281 14.51 14.67 18.639 15.745 15.207
ESummer 7.522 7.757 7.919 7.884 7.559 7473 11.956 12.062 14.557 11.161 12.117
HAutumn 2919 3.092 3.519 3.447 3.710 3.621 4.924 5.302 6.597 6.551 5.722

Winter 4.807 4.952 4.980 4.845 5.650 5.374 5.811 5.869 8.778 6.638 6.243

- e e e ¢ EE— e EE— G F SEE——— 0 S ) SE—— 6 6 S 6 SE—— e f eEm—— 0 GE—— 0 ¢ Em— e ¢ .

Figure 20: (Continued)



3606 EE, 2024, vol.121, no.12

MAE

16 M Spring @ Summer B Autumn ¥ Winter

Hybrid e Hybrid e 2 2
nﬁ;:mblc om‘emhle 0 Ensemble Ensemble Kybeid ¢ | Hybrid o
ptimized  ptimized BILSTM BiGRU BiLSTM BiGRU ptimized ptimized SVM XGBoost TCN

BIGRU BILSTM LY ———
mSpring 11312 11687 11616 11573 11807 11624 1098 1L114 16339 13807 11976
mSummer 6457 6573 659  6.640 6460 6348  9.077 9204 12606 9.602  9.209
WAutumn 2240 2423 2903 2825 3047 3073 376 4149 4879 5879 4564
WWinter 3778 3934 3950 3830 4640 4420 4265 4308 6159 5981 469

- -

=

&

(]

]

Figure 20: Comparison of predicted results. Reprinted from Reference [12§]
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Figure 21: Comparison between different variants of CNN and ML models. Reprinted from
Reference [129]

They found that CNNs perform well in spatial data and static pattern recognition, while RN NS,
LSTM, and GRU are more suitable for predicting time series that contain temporal relationships.
Compared to RNN, LSTM, and GRU, variants of CNNs, such as TCN, DenseNets, and ResNets,
demonstrate superior performance. Therefore, future research could further investigate deeper neural
networks, and selecting better deep learning models could help improve the accuracy of photovoltaic
power predictions.
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5 Conclusion and Future Perspective

5.1 Conclusion

This paper offers a comprehensive overview of the field of PV power prediction, introducing and
summarizing four distinct methods based on various model classifications for comparative analysis.
Physical methods, which do not require the training of prediction models to forecast PV power,
However, their effectiveness is highly dependent on the obtained PV meteorological data, which is less
commonly used in practice. Statistical methods, despite their relatively simple model structures, but
the prediction accuracy has room for improvement, mostly applied to short-term prediction scenarios.
Artificial intelligence technology with its flexibility, robustness, and high prediction accuracy, in the
field of PV prediction advantage, but this method needs to be trained through many iterations to
optimize the model, while the data requirements are high, and there is a risk of overfitting, mainly
used in ultra-short-term and short-term PV power generation prediction. The combination of diverse
algorithms can integrate the strengths of each algorithm, and can be complementary to the advantages
of the algorithm model, from multiple perspectives, all aspects of the algorithm to improve the
prediction ability, are now widely used and attention.

In machine learning prediction methods, among SVM, RF, XGBoost, and ANN, the prediction
accuracy of the ANN model is significantly higher than that of other traditional models, especially
ANN has the most outstanding performance. With the continuous development and advancement of
artificial intelligence technology, deep learning models are characterized by their intricate hierarchical
structure and formidable capability for feature extraction and learning. Models with multi-layer
nonlinear neural network structure CNN, RNN, GAN, and other models and related improved models
are proposed, these models can automatically learn multi-level abstract features from the original
input data, have better prediction ability for data with time series features. Their prediction accuracy
significantly outperforms that of physical methods, statistical methods, and traditional machine
learning methods. Concurrently, recognizing the distinct strengths and capabilities of different models,
in recent years more researchers have taken to build a combination of prediction models for PV power
prediction, such as by combining deep learning models such as CNN, LSTM, AM, etc., CNN is
used for feature extraction, LSTM is used for time series prediction, and AM is used for focusing
on more important features to ensure the robustness of the system. Combining the prediction models
can take advantage of the strengths of multiple models, complement the shortcomings, and give the
best prediction effect.

Furthermore, to enhance the predictive performance, more researchers use the combination
method for prediction, they are leveraging data decomposition techniques for noise reduction,
optimizing prediction model parameters, and employing weather clustering, all of which contribute to
bolstering the model’s robustness and mitigating the effects of abnormal noise. This paper delves into
data decomposition algorithms, intelligent optimization algorithms, and clustering methods, which
have become staples in PV power prediction, it provides a detailed discussion and introduction to
these methods, comparing and analyzing their respective strengths and weaknesses, offering valuable
insights for future research endeavors. Finally, the paper examines typical combination of prediction
methods and the achievable prediction accuracies, presenting a reference for further improvement of
prediction accuracy in the future.

5.2 Future Perspective

Upon reviewing the content of this paper, it is evident that PV power prediction has achieved
significant predictive capabilities and accuracy through ongoing advancements. However, it also has
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certain limitations, indicating that there is ample scope for further enhancement. We believe that the
following points can also be studied and breakthroughs:

(1) The current study has less research on extreme weather conditions, and the prediction model
has a large deviation. Many extreme weather phenomena have not yet been taken into account,
such as heavy rain, blizzards, sandstorms, haze and so on. Future research should be carried
out on PV power prediction under severe weather conditions.

(2) The current predictive performance in unstable meteorological conditions, such as cloudy and
rainy weather, remains inadequate and warrants further investigation. Most existing studies
take the division of weather types, and model construction and training according to different
weather types. However, the correlation method and model research on forecast day and
historical data are still insufficient, and numerical weather prediction and cloud cover change
modelling can be applied in the future to reduce the impact of its uncertainty.

(3) Seasonal changes also have a certain impact on the PV power output, showing a relatively stable
and predictable pattern. By making reasonable use of surface solar radiation intensity data and
constructing independent sub-prediction models according to the characteristics of different
seasons, the impact of seasonal variations on the prediction results of PV power generation can
be effectively compensated.

(4) Current research is increasingly focusing on optimizing the entire PV power prediction
process, including data pre-processing, model construction, result analysis and other stages,
and artificial intelligence algorithms and decomposition algorithms are widely used in each
process to improve the accuracy of model prediction. However, many algorithms face inherent
limitations. For instance, optimization algorithms may exhibit slow convergence rates when
solving target problems, and their robustness can be insufficient. The clustering algorithm
has more influencing factors and poorer clustering effect, and the research and improvement
of various algorithms should be increased in the future. Looking for algorithms with better
features and prediction ability for PV power sequence features to further improve the accuracy
of prediction.

(5) Currently, the focus of PV power prediction is predominantly on centralized photovoltaic
power generation systems, yet there is a pressing need for further exploration in the realm
of distributed PV power prediction. The variability and randomness of distributed PV power
output are more significant, and the influencing factors include not only traditional meteoro-
logical data such as temperature, wind speed and cloudiness, but also geographic conditions
such as topography and geomorphology. These factors significantly influence the accuracy of
predictions.
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