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ABSTRACT

An accurate vertical wind speed (WS) data estimation is required to determine the potential for wind farm
installation. In general, the vertical extrapolation of WS at different heights must consider different parameters
from different locations, such as wind shear coefficient, roughness length, and atmospheric conditions. The novelty
presented in this article is the introduction of two steps optimization for the Recurrent Neural Networks (RNN)
model to estimate WS at different heights using measurements from lower heights. The first optimization of
the RNN is performed to minimize a differentiable cost function, namely, mean squared error (MSE), using the
Broyden-Fletcher-Goldfarb-Shanno algorithm. Secondly, the RNN is optimized to reduce a non-differentiable cost
function using simulated annealing (RNN-SA), namely mean absolute error (MAE). Estimation of WS vertically at
50 m height is done by training RNN-SA with the actual WS data a 10-40 m heights. The estimated WS at height
of 50 m and the measured WS at 10-40 heights are further used to train RNN-SA to obtain WS at 60 m height.
This procedure is repeated continuously until the WS is estimated at a height of 180 m. The RNN-SA performance
is compared with the standard RNN, Multilayer Perceptron (MLP), Support Vector Machine (SVM), and state
of the art methods like convolutional neural networks (CNN) and long short-term memory (LSTM) networks to
extrapolate the WS vertically. The estimated values are also compared with real WS dataset acquired using LIDAR
and tested using four error metrics namely, mean squared error (MSE), mean absolute percentage error (MAPE),
mean bias error (MBE), and coefficient of determination (R?). The numerical experimental results show that the
MSE values between the estimated and actual WS at 180 m height for the RNN-SA, RNN, MLP, and SVM methods
are found to be 2.09, 2.12, 2.37, and 2.63, respectively.
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Nomenclature

Al Artificial intelligence

ANN Artificial neural networks

BFGS Broyden-Fletcher-Goldfarb-Shanno
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CNN Convolution neural networks
GHG Greenhouse gases

GW Gigawatt

GWh Gigawatt hour

kW Kilowatt

kWh Kilowatt hour

LSTM Long short-term memory

m Meter

MAE Mean absolute error

MAPE Mean absolute percentage error
MBE Mean bias error

MLP Multilayer perceptron

MSE Mean square error

MW Megawatt

MWh Megawatt hour

RNN Recurrent neural networks
RNN-SA Recurrent neural networks with simulation annealing
SA Simulation annealing

SMO Sequential minimal optimization
SVM Support vector machine

R? Coefficient of determination
WS Wind speed (m/s)

1 Introduction

Wind power plants have been used globally as a renewable energy source for household and
industrial energy demand. Total deployed wind power capacity, worldwide in 2020 cumulatively,
reached 743 GW [1], and more wind power plants are being planned to be installed to meet the
demand and to combat the greenhouse gases (GHG) emissions, globally. However, wind power plant
installation requires accurate and precise data on the availability and changes in wind speed (WS)
of any site since WS may vary rapidly and increase with height as shown in Fig. | where WS at
180 m is higher than that at 140 to 20 m. Therefore, more energy can be harvested if the hub height
of the turbine is high. Today’s modern wind turbines have a rotor diameter of 120 m or more with a
hub height of 100 m or more where the investment and installation costs are in proportion with the
dimension. This indicates that an accurate estimation of the wind profile is needed at the turbine hub
height for accurate estimation of the energy that can be generated from the turbine to be installed and
prevents failure to achieve return of investment due to inaccurate wind profile investigation.

The increase in WS with height is due to less human activities and lower surface roughness at
higher heights. In addition, atmospheric conditions at a higher height have less friction and are more
stable which may account for higher WS at higher heights [2]. However, in most countries, WS is
measured at lower heights from 10 to 40 m. Therefore, for accurate estimation of wind power potential
in an area for turbine positions above 40 m, WS must be estimated for higher turbine hub heights using
physical, statistical, or machine learning intelligence techniques.
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Figure 1: Measured wind speeds at 20, 60, 100, 140, and 180 m

Several approaches have been used to estimate WS at higher positions based on measurements
at lower heights as indicated by increasing WS average and its percentage increment in Fig. 2. Under
stable atmospheric conditions, logarithmic approaches and power-law techniques for WS estimation
have shown good accuracy [3]. Parametric approaches require fields survey to obtain meteorological
coefficients as reported by Banuelos-Ruedas et al. [4] that used Hellman’s law, 1/7th power law, and a
logarithmic approach to estimate WS at a given altitude. In addition to parametric methods, artificial
intelligence (AI) approaches have been widely used for the temporal prediction of WS [5,6] due to its
practicality. For example, Islam et al. [7] proposed a hybrid artificial neural network for WS estimation
up to 100 m using measurements at the height of 10-40 m. Tiirkan et al. [8] compared seven different Al
techniques for vertical WS estimation at a height up to 30 m using a WS measured at a height of 10 m.
Emeksiz [9] developed multigene genetic programming for the temporal estimation of WS at different
altitudes. Mohandes et al. [10] employed the Restricted Boltzmann Machine (RBM) technique to pre-
train the neural network to estimate WS up to 120 m height using WS measurements at lower altitudes.
Tietal. [11] proposed artificial neural networks (ANN) based wake model to predict power produced
by a wind farm. Wake modelling was also combined with the bilateral convolutional neural networks
for dynamic wind farm power prediction [12]. Yang et al [13] developed double layer machine learning
framework using ANN and Bayesian machine learning for wind farm power prediction. It can be
noticed that the modern and advanced Al approaches have been widely investigated for temporal WS
estimation, but limited number of works are used for vertical WS estimation tasks using WS measured
at lower heights. Therefore, the literature above has shown the necessity for the investigation of a hybrid
Al method for WS estimation above 120 m.

The contributions and novelties of this study are as follows:

1. The paper introduces two steps performance enhancement of recurrent neural networks using
gradient based and simulated annealing methods to estimate WS at a higher turbine position
using the measured value at lower heights.

2. This paper presents the comparison of the proposed method with the standard RNN, Mul-
tilayer Perceptron (MLP), Support Vector Machine (SVM), and state of the art methods like
convolutional neural networks (CNN) and long short-term memory methods.

3. A real dataset from Dhahran, Kingdom of Saudi Arabia is used to evaluate the accuracy of
the proposed method.
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4. All methods are evaluated using error metrics such as mean squared error (MSE), mean abso-
lute percentage error (MAPE), mean bias error (MBE), and coefficient of determination (R?).

The remainder of this paper is structured as methodology, experimental results, and conclusion.

WS Average (m/s)

60 70 80 90 100 110 120 130 140 150 160 170 180
Height (m)

10 20 30 40 50

Figure 2: Wind speed average and its corresponding percentage increment

2 Methodology
2.1 Proposed Method and Its Mathematical Models

In this paper, we propose a hybrid method, namely recurrent neural networks with simulated
annealing (RNN-SA) for vertical WS extrapolation. The RNN uses the Elman model where the hidden
unit output is connected back to itself using an adjustable recurrent weight (w)in addition to feeding
the output layer with weights (1), as shown in Fig. 3. Although the architecture is simple, this model
is capable of performing a variety of prediction tasks [14,15]. The data is pre-processed in two stages.
First, the data from the input (U) and recurrent connections are provided to the hidden units as inputs.
Next, the output from the hidden units is sent to both the output layer and through the recurrent
connections back to the hidden units. Mathematically, the output of the kth hidden unit /,(n) given

the nth input vector is given by:

h (n) = o (Ux (n) + Wi, (n—1) + b)) (1)
where b is the bias vector. The input x represents the actual and estimated WS from the lower heights.
The output layer provides the WS value at one step higher. The output y (n) of the nth sample is
given by:

y(m) =o (Vh(m) +b,) (2

This study uses the tangent-hyperbolic activation function defined by:
eZ — e—Z
3)
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Figure 3: RNN with Elman model for WS extrapolation

In this study, the numerical experiment is carried out by dividing the data into three parts, i.e.,
70%, 10%, and 20% for training, validation, and testing, respectively. The RNN-SA is trained using the
Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm [16]. Since the model uses a medium number
of units and layers, the BFGS algorithm is the most suitable for unconstrained optimization [17]. The
BFGS algorithm is utilized to obtain the RNN model with minimum mean squared error (MSE):

Zn:l ()]}\”[_ jjﬂ) (4)

It can be noticed that the MSE is a continuously differentiable function that represents the
difference between the predicted outputs () and the actual values (y). The BFGS algorithm uses an
iterative update to obtain the weights that minimize the cost function e (w) = E from Eq. (4). The
weight update is specified by:

Wig1 = Wi + Uiy (5)
where u, and d, denote the step size and direction at iteration k. The direction update is given by:
d, = —B;'Ve(w;)

BkSkS/TBk ykykT
B.., =B, — — + By =1 6
k+1 k STB.s, 73, 0 (6)

Sk = Wip1 — Wi, Vie = Ve (W) — Ve(wy)

E = MSE =

where B, is an approximation of the Hessian matrix that represent the second derivative of the cost
function. The results of the validation data showed that the RNN method with L = 20 hidden units
and number of iterations, K = 20, exhibited the best performance. The model is further optimized
using simulated annealing (SA), which is an optimization method that accepts not only better solution
candidates but also includes not so good ones with a certain likelihood to enable the optimization
to explore a new area for new candidates [18]. In the sense of the RNN, the SA is utilized further
to optimize the trained RNN with respect to a non-differentiable cost function, namely, the mean
absolute error (MAE):

N

1 .
MAE = Zl Vo — Pul x 100% (7)
Given the cost function above, the solution candidate acceptance is given by:
1
P="—"— ®)

AE
1 + emax(T)
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where AFE is the difference between new and old cost functions and T is the temperature governed by
the following relation:

T =T, x 0.95 (9)

where the initial temperature 7 is set to 100 and k is the iteration number. The proposed RNN-SA
utilizes two-stage optimizations. First, the BFGS method trains the RNN to minimize the MSE. The
first cost function uses a smooth quadratic function that allows gradient-based optimization to obtain
the best solution. Second, the SA optimizes the trained RNN weights to achieve the minimum MAE.
Since the MAE uses a non-smooth absolute function, the SA offers an optimal solution for a complex
recurrent model. The proposed two steps optimization approach to improve the performance metrics
with different methods namely, the MSE with continuous derivative and the non-smooth MAE. The
traditional RNN is typically trained using gradient based method with differentiable cost function.
Whereas, the proposed RNN, in addition to the gradient based method, is further optimized using SA
to enhance the performance. Both RNNs use the same architecture with recurrent units as shown in
Fig. 4. In the implementation, the maximum number of iterations of the SA method is K = 10.
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Figure 4: Multi-layer perceptron model

2.2 Multilayer Perceptron

In this study, the multilayer perceptron (MLP) is used as a benchmark for the comparison of the
performance of RNN-SA. MLP has a much simpler structure than RNN [19], as shown in Fig. 4. In
contrast to RNN, MLP uses a feed-forward structure that sequentially processes the data from the
input layer to the output layer. Mathematically, the output of the kth hidden unit h, (n) given the nth
input vector is obtained by:

by (n) = (W'x (n) + by) (10)
where V; is the input weight matrix. Given the hidden unit values, the output of the MLP is defined by:
y(m) =W°h(n)+b (11)

This study utilizes gradient descent with momentum and adaptive learning rate (1) backpropa-
gation to train the MLP. This method is able to train any model with differentiable activation and cost
function, which is suitable in this case where the activation and cost function uses differentiable tangent
hyperbolic and MSE, respectively. Each weight is adjusted according to gradient descent defined by:



EE, 2023, vol.120, no.4 781

Wi = Wiy + 0w, (12)

where the weight update (dw,) is calculated by:
(9ey)
oW,

(13)

where m = 0.9 and u© = 0.01 denote the momentum coefficient and learning rate, respectively [20].
The cost function is evaluated at each epoch. If the cost function decreases toward the cost target, then
the learning rate is increased by the factor Ap, = 1.05. If the cost function improves by more than
the factor AMSE,,. = 1.04, the weight update that increased the cost function is canceled, and the
learning rate is updated by the factor Ap._, = 0.7. The experiments use H = 20 hidden units. Training
halts when the maximum number of iterations (K = 1200) is exceeded.

oW, = mow,_, + mu

2.3 Support Vector Machine

The last benchmarking method used in this paper is the support vector machine (SVM) for
regression [21]. Theoretically, SVM is represented by a mapping function {(x;, y;)}. ,, with input vectors
x; € R™ and output targets y; € R. The SVM attempts to create the relationship between x; and
expected results f'(x;) as follows:

y=f(x)=(w-x)+b (14)

where @ € R" and b are the weight vectors and threshold, respectively. From this model, the target of
SVM is to obtain the weights that minimize the following error function:

1 )
E@) =52 =/ ()l + 4ol (15)

where A is a constant and the robust error function |z, is defined as follows:

0, iflzl<e

= 16

12l [lzl , otherwise. (16)
The SVM model is trained using sequential minimal optimization (SMO), where the number of
inputs determines the dimension of w. Since the model has four input elements (10, 20, 30, and 40 m),

the model for estimating WS at 50 m uses M = 4.

2.4 State of the Art Methods

Recently, state of the art methods like deep learning have been used for many tasks including
wind speed prediction. For instance, convolutional neural networks (CNN) is used for WS prediction
in a wind farm in Hebei Province, China with high accuracy [22]. In addition to that, long short-term
memory (LSTM) network is used for WS prediction on a wind farm in Inner Mongolia [23]. These
two methods are also used as benchmarking methods in this paper.

2.5 Error Measures

This study employs four error measures based on the difference between the measured values (y),
the estimated outputs (), and the average of the measured values (3), including MSE, mean bias error
(MBE), mean absolute percent error (MAPE), and the coefficient of determination (R*). These error
measures are calculated using the following equations:

Z;v:l ()A’" - y")
N

MBE = (17)
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I < |y — 9
MAPE = — > |=—={ x 100% (18)
N n=1 yn
N —\2
R=(1- 2= 0= ) oou (19)
N A N\2
o (=3

3 Numerical Experimental Results

This section provides the description of the experimental setup and the results. The estimation
starts by training each model using WS values at heights 10, 20, 30, and 40 m, as inputs and actual WS
at the height of 50 m as the target. Next, the actual WS at 10-40 m and the estimated WS at a height
50 m are used to train new model with five inputs to estimate the WS at 60 m height. This process,
which uses the actual and estimated WS values at lower heights to predict the WS values at one level
higher is further repeated until the estimation of the WS at a height of 180 m using the actual WS at
10-40 m, and the estimated WS at 50—170 m is obtained.

3.1 Wind Speed Dataset

Due to lack of resources in some countries, WS is typically measured up to a height of 40 m and its
extrapolation to higher levels require sophisticated methods. Therefore, the WS at the higher heights is
obtained using models, given the WS measured at lower heights. As shown in Fig. 1, the WS increases
with height but in a random fashion [24,25]. This paper uses WS data acquired in Dhahran, Saudi
Arabia during 20 June 2015 to 29 February 2016 using a LIDAR wind measurement device at 10, 20,
30, ..., 180 m heights. The WS is scanned every three second and averages at each 10 min are saved
and used. The data is divided into training, validation, and testing at 70%, 10%, and 20%, respectively.
The LiDAR based measured WS is used as the reference for the actual WS.

Table 1: The performance of the RNN-SA under validation data for WS estimation at 50-180 m
heights based on measured WS at 10-40 m heights

Heights (m) 50 60 70 80 90 100 110 120 130 140 150 160 170 180
MSE 0.024 0.098 0.162 0.263 0.371 0.516 0.628 0.780 0.931 1.051 1.193 1.359 1.457 1.649
MBE 0.012 0.037 0.048 0.068 0.081 0.093 0.061 0.024 0.000 0.056 0.054 0.053 0.049 0.144
MAPE (%) 2.06 3.79 4.57 557 631 722 763 8.10 849 885 9.15 937 9.54 10.16
R (%) 99.03 96.56 94.72 92.24 89.78 86.96 84.75 82.32 80.35 78.74 77.07 75.10 73.94 72.53

3.2 Results

Table 1 shows the performance of the RNN-SA under validation data for WS estimation at 50—
180 m heights based on measured WS at 1040 m heights. The model with the best performance is
further used for testing. Table 2 summarizes the testing data experimental results of the RNN-SA,
standard RNN, MLP, SVM, CNN, and LSTM techniques in terms of MSE. It is obvious that MSE
values for RNN-SA increases progressively from 0.027 to 2.089 while that for MLP from 0.049 to
2.367, corresponding to 50 to 180 m heights. Similarly, for the SVM method, the MSE values varied
from 0.032 at 50 to 2.632 at 180 m. In all the numerical experiments, that RNN-SA method resulted
in lowest values of MSE at all heights. The developed method is able to achieve better MSE than the
standard RNN for all heights. It also can be noticed that the RNN-SA outperformed other methods
based on the obtained MSE values. Table 3 reports the MBE of all methods and heights. MBE may
not quantify the performance or accuracy of the estimation methods; however, it indicates whether the
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method is over or under predictive [26]. Positive MBE represents over prediction where the estimated
values are larger than the actual one. Whereas, negative MBE indicates under-prediction where the
estimated values are less than the actual. The experimental results show that all methods have negative
values for all the heights. This indicate that the predicted values are less than the measured WS or the
model underestimated the WS at all heights.

Table 2: MSE of the WS estimation at 50-180 m heights based on measured WS at 10-40 m heights

Heights (m) 50 60 70 80 90 100 110 120 130 140 150 160 170 180
RNN-SA  0.027 0.105 0.182 0.313 0.463 0.674 0.834 1.054 1.259 1.416 1.601 1.817 1.929 2.089

RNN 0.028 0.113 0.185 0.314 0.475 0.681 0.855 1.064 1.262 1.426 1.614 1.831 1.950 2.123
MLP 0.049 0.120 0.209 0.351 0.510 0.739 0.931 1.165 1.321 1.552 1.735 2.005 2.168 2.367
SVM 0.032 0.145 0.239 0.401 0.581 0.834 1.042 1.364 1.516 1.852 2.017 2.323 2.365 2.632
CNN 0.125 0.265 0.539 0.392 1.059 1.402 1.092 1.411 2.241 1.833 2.437 1.940 3.265 2.378
LSTM 0.054 0.140 0.221 0.458 0.570 0.726 1.469 1.160 1.440 2.396 1.750 1.982 2.676 3.497

Table 3: MBE (m/s) of the WS estimation at 50-180 m heights based on measured WS at 10-40 m
heights

Heights 50 60 70 80 90 100 110 120 130 140 150 160 170 180
RNN-SA -0.02 —-0.03 -0.05 —0.07 —0.09 —0.11 —-0.15 —0.20 —0.22 —0.18 —0.20 —0.20 —0.20 —0.13

RNN —0.02 —0.03 —0.04 —0.06 —0.08 —0.14 —0.15 —0.13 —0.18 —0.19 —0.18 —0.18 —0.20 —0.14
MLP —-0.01 —-0.04 —-0.06 —-0.07 —0.11 —-0.15 —0.17 —0.18 —-0.20 —0.21 —0.20 —0.20 —0.21 —0.20
SVM —0.02 —-0.07 —-0.09 -0.12 —0.15 —0.18 —0.20 —0.24 —-0.24 —0.26 —0.25 —0.28 —0.26 —0.26
CNN —0.16 —0.31 —0.39 0.03 —0.56 —0.84 —0.45 —0.58 —0.98 —0.58 —0.82 —0.31 —1.14 —0.18

LSTM  0.983 0.959 0.940 0.908 0.870 0.838 0.810 0.776 0.758 0.724 0.710 0.685 0.675 0.656

Fig. 5 compares the MAPE values for all the methods and show almost the same pattern as in
case of MSE (Table 1). The MAPE value of RNN-SA, standard RNN, MLP, and SVM increased
from 2.2% to 11.2%, 2.3% to 11.3%, 2.9% to 11.7%, and 2.4% to 12.2% for 50 to 180 m of heights,
respectively. The proposed method achieves the least MAPE over all methods for all the heights. RNN
methods proved to be the next best estimator of WS at all heights while MLP the third best option.
Fig. 6 visualizes the R* values for all heights and methods. The figure shows that the estimated values
deviate more and more from the actual values as height increases. It may be accounted to the fact that
actual WS values at 10-40 m only are being used for the estimation at higher heights. So, the estimated
WS near the 40 m height has higher accuracy, and as the height increases, the correlation between the
estimated and the actual WS decreases. The RNN-SA outperforms the other methods and achieved
the highest R* values for all heights.

The scatter plots between the estimated RNN-SA with actual WS values at 60, 100, 140, and
180 m are shown in Figs. 7a—7d, respectively. It is observed that the scatter plots start to diverge as
height increases. This is confirmed by the temporal variation of actual and extrapolated WS values at
60, 100, 140, and 180 m heights, shown in Figs. 8a—8d, respectively. It is noticed that the estimated WS
values follow the temporal trend of actual values at all heights, as depicted in Fig. 8. The figure also
shows the coefficient of determination values for all methods. However, the trends of estimated WS
at 180 (Fig. 8d) m are away from the actual values compared to the trends at 60 m (Fig. 8a), 100 m
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(Fig. 8b), and 140 m (Fig. 8c). The maximum number of estimated WS values for training contribute
to these deviations.
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The estimated WS profiles along with the actual ones up to 180 m, are compared in Fig. 9. Each
line in Figs. 9a—9¢ represents an individual WS value at a particular time sample. It is evident from
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the figure that the estimated WSs at lower heights are very close to the actual values. In contrast, the
estimated WS higher heights tend to deviate from the actual. Fig. 9f represents the average of WS for
all time samples. The average estimated WS for all methods confirm the observation in Table 2, where
the average of estimated WS is less than the actual one.

180

m | v 20 - T
o 2 4 6 . B 10 12 14 16 0 2 4 .1 8 10 12 14 16
Wind Speed (mis) Wind Speed (m/s)
(a) Estimated WS using RNN-SA (b) Estimated WS using standard RNN

Height(m)

o 2 4 B ] 8 10 12 14 16 1] 2 4 & B 10 12 14 16 18
Wind Speed (m/s) Wind Speed (m/s)

(c) Estimated WS using MLP (d) Estimated WS using SVM

— Measured WS

160 [ | —=— RNN-SA Estimated WS
— — — RNMN Estimated WS
140 MLP Estimated WS
SVM Estimated WS

0 2 4 [ 8 10 12 14 % 18 3 4 5 6 7 8 9 10 1"

Wind Speed (m/s) Wind Speed (m/s)
(e) Actual WS (f) WS profile of actual and all methods

Figure 9: Wind profile of actual and estimated for all heights



EE, 2023, vol.120, no.4 787

Finally, the training duration statistics is shown in Fig. 10. It can be noticed that the proposed
training method takes a bit more extra training time as indicated by higher training duration.
Maximum training duration of the proposed and traditional RNN approaches are 47.77 and 36.94 s,
respectively. Despite the relative high difference of the maximum duration (10.8 s), the average training
duration of the proposed and traditional RNN methods are 32.39 and 31.62 s, respectively. In other
words, the additional step consumes a relatively small-time duration since the average training time
difference is only 0.77 s. The extra training duration is compensated by the performance improvement,
as shown by the data in Tables 2 and 3.
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34.24
35.00 324031 62
—~ 30.00
z
o
§ 25.00
& 2000
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0.00 .___
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Figure 10: Training duration

4 Conclusions

This paper introduced a novel optimization method for the RNN using simulated annealing for
accurate vertical WS extrapolation tasks. Each model is trained using the actual WS at lower heights
(1040 m) to estimate the WS up to 180 m. The novel method outperformed the standard RNN
as well as other methods and state of the art models for all error measures on a real WS dataset.
The novel method achieved the highest coefficient of determination (R?) values of 96.88%, 82.25%,
74.79%, and 68.83% between the estimated and the actual WS values at 60, 100, 140, and 180 m,
respectively. Similarly, the other error matric measures MAPE and MSE showed the lowest values of
error between the measured and estimated wind speeds at all the heights. The proposed novel method
is recommended for wind speed extrapolation to higher heights using the available measurements at
lower heights.
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