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ABSTRACT: Mitigating tag collisions is paramount for enhancing throughput in Radio Frequency Identification
(RFID) systems. However, traditional algorithms encounter challenges like slot wastage and inefficient frame length
adjustments. To tackle these challenges, the Slot Prediction Q (SPQ) algorithm was introduced, integrating the Vogt-
II prediction algorithm and slot grouping to improve the initial Q value by predicting the first frame. This method
quickly estimates the number of tags based on slot utilization, accelerating Q value adjustments when slot utilization is
low. Furthermore, a Markov decision chain is used to optimize the relationship between the number of slot groupings
(x) and the Q value. The Whale Optimization Algorithm (WOA) is applied to fine-tune the learning rate (C) and Q
value in the traditional Q algorithm. Simulation results demonstrate that SPQ significantly reduces the total slots used
during the reading process and improves RFID system throughput compared to traditional Q, FastQ, Subset Enhanced
Performance-Q (SUBEP-Q), and Threshold Grouping Dynamic Q (TGDQ) algorithms. Specifically, compared to the
traditional Q algorithm, SPQ increases the average Identification Speed by 7.20%, System Efficiency by 11.08%, and Time
Efficiency by 5.69%.
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1 Introduction
Radio Frequency Identification (RFID) [1] originated from the research of radar technology in the 1940s,

non-contact two-way data communication is carried out through radio frequency, and recording media such
as electronic tags are read and written to achieve the purpose of identifying targets or data exchange.

Typically, an RFID [2–4] system comprises components such as an antenna, Reader, and personal
computer. It achieves data communication between the Reader and tags using wireless radio frequency,
enabling data exchange.

Compared to traditional methods, RFID offers several advantages, including non-contact operation,
high read efficiency, resistance to wear, strong anti-interference capabilities, and extended lifespan. When
supported by anti-collision algorithms, readers can prevent collisions among targets and simultaneously
recognize multiple tags.

To this day, RFID has been widely applied in various fields such as logistics, transportation, identity
recognition, and information statistics. Examples include cargo tracking, management of bus hubs, and
ID card recognition. As the number of applications grows, a challenge in RFID development lies in
mitigating the impact on data read efficiency caused by multiple tag collisions. Specifically, optimizing RFID
anti-collision algorithms to enhance work efficiency becomes more and more crucial [5,6].
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Currently, random algorithms based on ALOHA due to simplicity, practicality, and cost-effectiveness,
have seen more widespread adoption. Over the years, this algorithm has undergone continuous improve-
ment, evolving from Pure ALOHA (PA) to Slotted ALOHA (SA), Framed Slotted ALOHA (FSA), and
Dynamic Framed Slotted ALOHA (DFSA). Most commercial readers now employ the Q algorithm specified
by the Electronic Product Code Global Class1 Generation2 (EPC Global C1 G2) standard [7], which belongs
to the category of random algorithms. In recent years, the academic community has proposed several
enhancements to the Q algorithm. For instance, Threshold Grouping Dynamic Q (TGDQ) [8] introduced
two c parameters, c1 and c2, and the double parameters are dynamically adjusted with the change of Q value.
FastQ [9] dynamically adjusts the optimal frame length based on the no-collision ratio of the slot. Subset
Enhanced Performance-Q (SUBEP-Q) [10] leverages the concept of subframes and system efficiency priority
to rapidly estimate the number of tags and dynamically adjust frame length after each subframe identification.

This paper proposes a dynamic Q value optimization algorithm based on Vogt-II slot prediction [11,12],
incorporating Markov chains [13–15] and Whale Optimization Algorithm (WOA) [16–19]. Importantly, the
algorithm is fully compatible with the EPC Global C1 G2 standard, which improves the throughput of the
RFID system while ensuring practicality and compatibility.

2 System Model of RFID
As is shown in Fig. 1, a Radio Frequency Identification (RFID) system consists of an RFID antenna,

RFID Reader, and personal computer. The RFID Reader is an IoT device, which reads and identifies the tag.

Figure 1: Diagram of a RFID system with computer, reader and antenna

When a tag is in proximity, the RFID antenna senses it through electromagnetic waves and transmits the
tag information to the RFID reader via a cable. The RFID reader interprets the tag information. Successful
identification occurs only when a single tag information is processed at any given time. The processed
information is then transmitted to a personal computer through either the RS232/RS485 communication
interface or the TCP/IP protocol. However, when multiple tags appear at the same time around the
electromagnetic wave radiated by the RFID antenna, there will be multiple tag information at the same time
processed by the RFID Reader, and information collision will occur. Therefore, to reduce the probability
of the above situation, the anti-collision algorithm will be downloaded in the RFID Reader to improve the
probability of successful identification, and then improve the throughput of the system.

3 Analysis of Q Algorithm
This section mainly introduces the principle of Q algorithm and summarizes the defects.
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3.1 Principle of Q Algorithm
Electronic Product Code Global Class1 Generation2 (EPC Global C1 G2) uses a step parameter C and

a floating-point number Qfp in Q algorithm. The C is used to dynamically adjust Qfp and it ranges from 0.1
to 0.5. The Q value is the result of rounding Qfp and it ranges from 0 to 15. The relationship between frame
length N and Q value is shown in Eq. (1):

N = 2Q (1)

The reader first sends the initial Q value, that is the initial frame length, and the tag to be read generates
a random number within the frame length [0, 2Q− 1] and stores it in the slot counter. Each time, the reader
only reads the tag whose slot counter is 0, so there are three situations when the information is read.

(1) No tag information is received, that is, the slot is empty, so the Q value should be reduced.
(2) A tag message is received, that is, the reading is correct, so that the Q value is unchanged.
(3) Multiple tag information is received, that is, a collision occurs at this read, so the Q value must

be increased.

When the Q value is large, the C is small, and when the Q value is small, the C is large. If the Q value
changes after each read, the current frame needs to be ended, so that each tag generates a random number
according to the new Q value. If the tag is read successfully, the next slot is continued, and the slot counter
of the tag to be read is reduced by one, and the cycle is repeated. The algorithm flow is shown in Fig. 2.

Figure 2: Flowchart of traditional Q algorithm

3.2 Q Algorithm Summary
Q algorithm adjusts the frame length by step C in real-time. However, when only the current slot is

referenced, the direct adjustment of the Q value will cause the frame length to change too much, resulting
in too many idle slots and collision slots. In addition, when the actual number of tags differs too much from
the current Q value, the adjustment time is too long, which affects the system’s efficiency.
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4 Improved Q Algorithm Based on Vogt-II
This section mainly aims at defects of Q algorithm and proposes a scheme based on the Vogt-II

prediction algorithm, which combines the Markov decision chain and the Whale Optimization Algorithm
(WOA).

4.1 Basis of Algorithm
4.1.1 Frame Length Determination Principle

In the stochastic ALOHA algorithm, assuming that the frame length is N, the number of tags to be
identified is n, and the tag randomly selects a number within the frame length is equivalent to the binomial
distribution model, then the expected number of slots for r tags to be successfully read within a frame is
shown in Eq. (2):
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When r is 0, 1, and a number greater than 1, it can represent the situation of slot idle, read, and collision,
and the expectations are shown in Eq. (3):
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The throughput rate of the system is shown in Eq. (4):
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By solving Eq. (3), we can find that the throughput can reach the theoretical maximum when the frame
length is consistent with the number of tags.

4.1.2 Vogt-II Prediction Principle
Vogt-II algorithm, also known as the Chebyshev inequality algorithm, predicts the number of remaining

tags based on the identified slot conditions. Vogt-II algorithm has the advantage of making full use of the
identification conditions and is more rapid and accurate than the traditional Q value adjustment frame length
mechanism. Combining the Vogt-II prediction algorithm with the traditional Q algorithm can effectively
make up for the shortcomings.

The actual recognition situation in a frame and the expected recognition situation in Eq. (3) is
respectively composed of two vectors, which are shown in Eq. (5):

δ1 = (c0, c1 , ci)T

δ2 = (α0, α1 , αi)T (5)

The space distance D between the two vectors is shown in Eq. (6):

D =min ∣δ2 − δ1∣ (6)
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The number of remaining tags is predicted by the minimum spatial distance of the two vectors to obtain
the minimum error. In general, to determine the number of tags in the response range of the reader, the
number of tags is selected in the interval [c1 + 2ci , 2 × (c1 + 2ci)] to calculate D. At this point, the number of
tags to be identified is: location(D) + c1 + 2ci , location(D) is the selection of the number of tags when the
space distance is minimum.

4.1.3 Markov Decision Chain Optimization x-Q Relationship
In the Dynamic Framed Slotted ALOHA (DFSA) algorithm, Vogt-II predicts the recognition of a frame

with a fixed value, and to combine it with Q algorithm, the idea of Markov decision chain is added based on
the key problem of how to better value the number of identified slots.

The Markov chain is a statistical model based on random processes, and its core property is memoryless,
that is the next state of the system is only related to the current state. The sum of each row element of the
Markov chain’s state transition matrix is 1, and such matrix is called the probability transition matrix. The state
transition matrix of the Markov chain can be used to represent the probability of state transition. Taking a
group of slot recognition conditions as the state of a time point, the influence of slot number on the prediction
accuracy of Vogt-II is analyzed by the state transition probability matrix.

In this paper, the optimal x-Q relationship is obtained by comparing the adjustment conditions of slot
free rate and collision rate under different packet slot number x, and the model diagram is shown in Fig. 3.

Figure 3: Diagram of Markov Chain to predict next state

States 1, 2, 3, and 4 in Fig. 3 represent four states of intra-group collision and idle, intra-group collision
but not idle, no collision within the group but idle, no collision or idle within the group. The specific
determination method is shown in the algorithm principle. λi , λ0

n , μi represents the transition probability
between states.

4.1.4 WOA Optimizes the C-Q Relationship
The Whale Optimization Algorithm (WOA) is inspired by the bubble-web feeding behavior of hump-

back whales in nature, it has three main stages: search for food, shrink surround, and spiral update position.
In the Slot Prediction Q (SPQ) algorithm, the Vogt-II prediction algorithm is used only when the initial read
or the system efficiency is continuously low, which effectively increases the lower limit of throughput. To
further increase the upper limit of the SPQ algorithm, it is necessary to adjust the C-Q relationship. In the
Q algorithm, step C has a linear relationship with the Q value, that is C = 0.4 × (1 − Q

15) + 0.1. In this paper,
WOA is used to search the target prey, that is the optimal C-Q relationship which can faster the speed of Q
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value adjusting. Specifically, it is to find a better C-Q relationship in advance in the simulation stage and write
it to the RFID system in the form of list values, to speed up the process of adjusting Q values with C values.

4.2 Principle of SPQ Algorithm
Based on Q algorithm, the Slot Prediction Q (SPQ) algorithm introduces slot grouping and Vogt-II

Prediction ideas. Based on the manually set Q_int, the SPQ algorithm predicts better Q_int through the
recognition of the first frame, avoiding the situation that the initial Q value is too big to the actual tag number.
In addition, because the Q algorithm only adjusts the frame length according to the current slot recognition
situation, too many collision slots or idle slots will be generated, so the efficiency determination is set in
the recognition process, and when the throughput rate continues to be low, the Vogt-II algorithm is used to
accurately locate the appropriate frame length.

By comparing Eqs. (2)–(4), when frame length N is larger, the probability ratio of slot idle, read, and
collision can be obtained by the formula which is shown in Eq. (7):

p0∶ pi =
1
e
∶ 1 − 2

e
≈ 1.4∶ 1 (7)

According to the idea of Framed Slotted ALOHA (FSA) algorithm, when the frame length is equal to the
number of tags to be identified, the system has a maximum throughput of 36.8%, which is shown in Eq. (8):

p1∶ p0 + p1 + pi = 0.368∶ 1 (8)

By combining Eqs. (7) and (8), the slot recognition expectation can be obtained by the formula which
is shown in Eq. (9):

p0∶ p1∶ pi ≈ 3.68∶ 3.68∶ 2.63 (9)

Therefore, when the slot idle rate is greater than 0.4 or the slot collision rate is greater than 0.3, the gap
between the number of tags to be read and the Q value is too large, and the Vogt-II prediction algorithm
needs to be invoked to adjust the frame length.

The prediction of Vogt-II requires the recognition of a certain number of slots, so each slot grouping
is required. In the general grouping idea, the efficiency of the algorithm decreases linearly with the increase
of the number of slots in the group, but too small many slots will affect the prediction accuracy, so the
corresponding number of slots is set into a group according to the Q value. At the same time, to avoid the
influence of too small some tags, the prediction algorithm is not used when Q is less than 4, and the specific
x-Q situation is analyzed by the Markov model.

In the grouping model, under the premise of p0 > 0.4∣∣pi > 0.3, the situation p0 > 0.4 within the group
is intra-group idle and pi > 0.3 is intra-group collision. Given that the number of tags to be identified is in the
range of [64, 500] and the initial Q value is 4, the probability relationship of each state transition is obtained
after repeated tests under different x. Take x = 0.6 Q as an example, and the data are shown in Table 1.

Substituting the state transition matrix is shown in Eq. (10):

A = [ai j]N×N =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

0.17 0.23 0.26 0.34
0.13 0.24 0.24 0.39
0.14 0.23 0.22 0.41
0.09 0.23 0.21 0.47

⎤⎥⎥⎥⎥⎥⎥⎥⎦

(10)



Comput Syst Sci Eng. 2025;49 307

Table 1: Magnitude probability relation for x = 0.6 Q

Afterstate

Prestate Intra-group
collision and

idle

Intra-group
collision but

not idle

Intra-group
no collision

but idle

Intra-group
no collision
and no idle

Intra-group collision and idle 0.17 0.23 0.26 0.34
Intra-group collision but not idle 0.13 0.24 0.24 0.39
Intra-group no collision but idle 0.14 0.23 0.22 0.41

Intra-group no collision and no dile 0.09 0.23 0.21 0.47

The initial state of the model here refers to when the number of identified slots is greater than the number
of packet slots, and the corresponding intra-group idle rate and collision rate of the first slot group meet, and
in repeated tests the average value is shown in Eq. (11):

ζ(1) = [0.28 0.33 0.35 0.06] (11)

Through the state transition matrix and the initial state, the next slot group state using the Vogt-II
algorithm can be predicted by the formula which is shown in Eq. (12):

ζ (t) = ζ (t − 1) × A (12)

The results of each prediction are averaged and compared, and after adjusting the frame length by Vogt-
II is obtained in the case of x = 0.6Q that the expected value of the state matrix is shown in Eq. (13):

ζx=0.6Q = [0.11 0.23 0.24 0.42] (13)

Change the pre-condition x-Q relationship, repeat the above steps, and the results are shown in Table 2.

Table 2: Expected value of state matrix for different x-Q relations

x-Q ζ
x = Q [0.17 0.29 0.28 0.26]

x = 0.8Q [0.15 0.25 0.27 0.33]
x = 0.6Q [0.11 0.23 0.24 0.42]
x = 0.4Q [0.11 0.22 0.21 0.46]
x = 0.2Q [0.13 0.23 0.26 0.38]

The better expected value can be obtained when x = 0.4Q, which can be adjusted to the appropriate Q
value by smaller slot number. For the case where the number of packet slots is large but the expected value
is small, it is speculated that there is more than Vogt-II algorithm in the whole process of adjusting frame
length, and the use of Q algorithm below the critical rate makes the overall optimization process of the system
show an upward trend, so when p0 > 0.4∣∣pi > 0.3 is often the nearest slot throughput is low, and too many
slots cannot achieve the ideal prediction effect.
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The number of tags to be identified in Table 2 is only less than 500. To adapt to the actual unknown
number of tags, different optimal x-Q relationships are obtained by changing the range of tag numbers. When
the Q value is too large, the fixed slot number should be selected considering the time cost, and the results
are shown in Table 3.

Table 3: The number of slots predicted by Vogt-II

Q value Frame length N Number of packet slot x
[0, 3] 1–8 /
[4, 6] 16–64 0.4Q
[7, 9] 128–512 0.25Q

[10, 12] 1024–4096 128
[13, 15] 8192–32,768 256

For cases where p0 > 0.4∣∣pi > 0.3 or Q values are not met, it is also expected to maximize the efficiency
of the RFID system, so the optimal C-Q relationship is obtained by intelligent search through the Whale
Optimization Algorithm (WOA).

In WOA, each whale records a C-Q function, and the individual fitness is represented by the throughput
rate, which is the simulation result of the anti-collision algorithm. The process of whale hunting is shown
in Fig. 4, since the target prey, namely the optimal solution, is unknown, the optimal individual of the
population is selected as the temporary target, and a new population is initialized around the individual and
presents an enveloping structure. There are two dynamic coefficients U and V in the iteration process. The
expression is shown in Eq. (14):

U = 2 × u × rand − u
V = ∣2 × rand × X∗ (t) − X (t)∣ (14)

where u decreases from 2 to 0 in the iteration process, so that the population gradually shrinks to surround
the target, X represents the position of the current whale individual, X* represents the position of the optimal
individual of the current population, then the position of the next iteration is expressed by the formula which
is shown in Eq. (15):

X (t + 1) = X∗ (t) −U × V (15)

To fit a better value, the single linear relationship is abandoned, and the interval values of step C
are directly set to the position of individual whales, which has evolved into a multi-dimensional variable
optimization problem. To further simulate the shrinking encircling and spiraling trend of whales, the
difference between target and individual is defined by the formula which is shown in Eq. (16):

V∗ = ∣X∗ (t) − X (t)∣ (16)

Add the constant coefficient b so that the iteration expression is shown in Eq. (17):

X (t + 1) = {X∗ (t) −U × V , if rand < 0.5
V∗ × eb⋅rand(−1,1) × cos [2π ⋅ rand (−1, 1)] + X∗ (t) , other (17)
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Figure 4: Diagram of Whale Optimization Algorithm simulated whale hunt

The simulation parameters are as follows: variable dimension: 2, which are C and Q; Number of
individuals: considering the overall reduction of error and time cost, the simulation is set to 100 (At first,
the population number was set to 30, and the performance was average. Set to 150 and found that the
performance becomes worse; Finally, the compromise is set to 100. The performance is better); Number of
iterations: considering the reduction of error and time cost comprehensively, the simulation is set to 200;
Upper and lower limits: the upper and lower limits of C are 0.1–0.5, and the upper and lower limits of Q are
0–15; Objective function: system efficiency. To avoid falling into the local optimal solution, the whale will
also randomly search for the target. When U ≥ 1 is set, the whale will stay away from the target and try to
explore a better individual. The iterative results are shown in Fig. 5.

Figure 5: Iteration graph of Whale Optimization Algorithm in finding better C-Q relationship
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The optimal C-Q relationship is obtained through searching, and the results are shown in Table 4.

Table 4: Whale Optimization Algorithm solves for the optimal C-Q relationship

Q C
[0, 3] 0.50, 0.45, 0.40, 0.36
[4, 7] 0.36, 0.34, 0.33, 0.33
[8, 11] 0.30, 0.26, 0.24, 0.20
[12, 15] 0.17, 0.14, 0.12, 0.10

4.3 Flow of SPQ Algorithm
The flow chart of the Slot Prediction Q (SPQ) algorithm is shown in Fig. 6, and its description is

as follows:
step 1: The reader sets the initial Q_int, usually 4, sends the Query command and the tag to be read

generates a random number at [0, 2Q− 1] and counts it to the slot counter.
step 2: If the Q value does not change during the reading process, the slot counter of the tag to be read

decreases by 1, and the reader only reads the tag whose slot counter is 0. The reading cases are divided into
idle slot c0, read slot c1 and collision slot ci.

step 3: Set the frame length N = 2Q according to Q_int, take the reading situation of one frame for Vogt-
II grouping prediction, get the estimated number of tags to be read n, and carry out a new round of inventory
according to the new Q value.

step 4: Slot idle rate p0 and slot collision rate pi are monitored in real-time. When the number of packet
slots corresponding to the Q value is above, the expected idle rate and collision rate are compared. If the
latter is above, Vogt-II prediction is performed according to the reading situation of the last x slots, and a
new estimated tag number and Q value are obtained.

step 5: When p0 and pi are within the expected value, real-time detection of each slot reading situation.
If it is read smoothly, the Q value remains unchanged, and the next slot of the frame continues. If the slot is
idle or collides, the reader sends the “QueryAdjust” command to adjust the Q value, and the cycle repeats.

step 6: When the Q value changes at any time during the read, the reader immediately ends the current
frame and sends a Query command to refresh the slot counter of the tag to be read based on the new Q value.

The pseudocode of the SPQ algorithm is shown in Table 5.
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Figure 6: Flowchart of SPQ algorithm

Table 5: The pseudocode of the SPQ algorithm

SPQ Algorithm’s Pseudocode
1 function adjusted_Q = SPQ_algorithm(tags, initial_Q)
2
3 frame_length =calculate_frame_length(tags);
4 throughput =calculate_throughput(tags, frame_length);
5
6 if is_throughput_low(throughput)
7 predicted_tags = Vogt_II_prediction(tags, frame_length);
8 frame_length = adjust_frame_length(predicted_tags);
9 end
10
11 x_Q_relation =Markov_chain_optimization(frame_length, tags);
12
13 optimized_C_Q =WOA_optimization(x_Q_relation);
14
15 adjusted_Q = adjust_Q_value(optimized_C_Q);
16 end
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5 Simulation and Result Analysis
This paper simulates and analyzes the system performance by comparing the simulation results of

traditional Q, Threshold Grouping Dynamic Q (TGDQ), FastQ, Subset Enhanced Performance-Q (SUBEP-
Q), and the Slot Prediction Q (SPQ) algorithm proposed in this paper. Three indicators will be used for
identification speed, system efficiency, and time efficiency.

The experimental simulation environment of this study is shown in Table 6.

Table 6: Experimental simulation environment

Operation system Simulation software CPU Graphics card
Windows 11 Matlab R2022a Intel Core i7-11800H RTX3050Ti

According to the Electronic Product Code Global Class1 Generation2 (EPC Global C1 G2) standard,
simulation parameters are shown in Table 7.

Table 7: Simulation parameters

Parameters Value (μs) Parameters Value (μs)
T1 62.50 TQuer y 412.50
T2 62.50 TQuer yAd just 168.75
T3 50.00 TQuer yRe peat 75.00
T4 112.50 TACK 337.50

TEPC 912.50 TRN16 212.50

It takes time to define three kinds of slot recognition. Ts, Ti, and Tc respectively represent the time
spent on successful recognition, slot-free, and slot collision. As shown in Fig. 7, their expression is shown
in Eq. (18):

Ts = TEPC + 2 (T1 + T2) + TRN16 = 1375.00μs
Ti = T1 + T3 = 112.50μs
Tc = T1 + T2 + TRN16 = 337.50μs

(18)

Figure 7: Diagram of electronic product code global class1 generation2 standard
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Identification speed is an important indicator in the practical application of RFID system, in fact, many
engineering projects to ensure the real-time system, the identification speed has certain requirements. Using
the ratio of throughput to time at a given time, the identification speed is defined as Eq. (19):

SP = Ns

Ns Ts + Ni Ti + Nc Tc + TQuer y
(19)

Fig. 8 takes Q algorithm as the qualified line and simulates the recognition speed of each algorithm.
As can be seen from the figure, the average recognition speed of Q algorithm is 403 n/s, while the average
recognition speed of the SPQ algorithm reaches 432 n/s, which is 7.20% higher than Q algorithm. Obviously,
by introducing slot group prediction mechanism and a better C-Q relationship, the recognition speed of SPQ
algorithm has been significantly improved.

Figure 8: Simulation of identification speed

System efficiency is the core performance indicator of RFID systems, which is defined as Eq. (20):

S = TagsNum
SlotNum

= Ns

Ns + Nc + Ni
(20)

In the simulation, the inventory is finished only when all tags are read. Therefore, TagsNum is the same
as the total number of s successfully identified on the inventory, and SlotNum is the total number of slots
consumed on the inventory.

Fig. 9 compares system efficiency of Q, FastQ, TGDQ, SUBEP-Q and SPQ algorithms. Compared with
the traditional dynamic frame slot algorithm, the biggest feature of the Q algorithm is that the system
efficiency can reach about 32.5% at any number of tags. The SPQ algorithm optimizes the step parameters of
Q algorithm by slot adjustment mechanism and uses slot grouping to predict the critical idle rate and critical
collision rate, which makes up for the shortcoming of slow frame length adjustment of the traditional Q
algorithm. Compared with the traditional Q value algorithm, the average system efficiency of SPQ algorithm
is 36.1%, and the performance is improved by 11.08%.
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Figure 9: Simulation of system efficiency

In practical applications, in addition to improving the system throughput as much as possible, it is also
necessary to consider the time efficiency, if you want to improve the time efficiency, the focus is on the
efficiency and frequency of the anti-collision algorithm adjustment. Time efficiency is defined as Eq. (21):

O = Ns Ts

Nc Tc + Ns Ts + Ni Ti
(21)

Fig. 10 Simulated Q, FastQ, TGDQ, SUBEP-Q and SPQ algorithms. Compared with the same number of
tags, the time efficiency of SPQ and SUBBEP-Q is similar, but slightly lower than that of FastQ, because the
optimal ratio of collision slot to idle slot in FastQ changes dynamically. In order to improve the recognition
speed, SPQ sets a fixed ratio, and adds the slot group prediction mechanism, which has a certain impact on
the time efficiency. However, compared with Q algorithm, there is still a large improvement, so the cost is
acceptable. The simulation results show that the average time efficiency of the SPQ algorithm is 5.69% higher
than that of the Q algorithm when the number of 0–1500 tags to be identified is not considered.

Figure 10: Simulation of time efficiency
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6 Conclusion
This paper analyzes the development logic of ALOHA randomness algorithms and proposes the SPQ

algorithm, which enhances the traditional Q algorithm by introducing key innovations such as a slot
grouping mechanism, optimized adjustment steps, and improved C-Q relationships derived from the WOA.
The SPQ algorithm retains the adaptive frame length adjustment feature of the Q algorithm while addressing
its limitations, such as slow adjustment when the gap between frame length and tag number is too large. By
leveraging a Markov model to determine the optimal x-Q relationship and using the WOA for refining the
C-Q relationship, the SPQ algorithm achieves superior performance.

Simulation results confirm the effectiveness of the SPQ algorithm. It improves recognition speed,
with an average speed of 432 n/s, 7.20% higher than the 403 n/s of the Q algorithm. System efficiency,
a core performance metric of RFID systems, is enhanced to an average of 36.1%, representing an 11.08%
improvement over the Q algorithm’s 32.5%. Although its time efficiency is slightly lower than that of FastQ
due to a fixed slot ratio, the SPQ algorithm still achieves a 5.69% improvement compared to the Q algorithm.
These improvements demonstrate the SPQ algorithm’s ability to achieve a balance between recognition speed,
system efficiency, and time efficiency.

By exploiting slot grouping and real-time detection of idle and collision rates, the SPQ algorithm
stabilizes system efficiency at a high level while enabling faster and more accurate frame length adjustments.
These advantages position it as a practical and effective solution for RFID systems requiring real-time
performance. Future research will focus on optimizing critical efficiency values, dynamically adjusting
the ratio of collision to idle slots, and exploring other meta-heuristic algorithms to further enhance the
algorithm’s performance.
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