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ABSTRACT

A data lake (DL), abbreviated as DL, denotes a vast reservoir or repository of data. It accumulates substantial
volumes of data and employs advanced analytics to correlate data from diverse origins containing various forms
of semi-structured, structured, and unstructured information. These systems use a flat architecture and run
different types of data analytics. NoSQL databases are nontabular and store data in a different manner than the
relational table. NoSQL databases come in various forms, including key-value pairs, documents, wide columns,
and graphs, each based on its data model. They offer simpler scalability and generally outperform traditional
relational databases. While NoSQL databases can store diverse data types, they lack full support for atomicity,
consistency, isolation, and durability features found in relational databases. Consequently, employing machine
learning approaches becomes necessary to categorize complex structured query language (SQL) queries. Results
indicate that the most frequently used automatic classification technique in processing SQL queries on NoSQL
databases is machine learning-based classification. Overall, this study provides an overview of the automatic
classification techniques used in processing SQL queries on NoSQL databases. Understanding these techniques
can aid in the development of effective and efficient NoSQL database applications.
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1 Introduction

The data lake (DL) procedure commences with data ingestion and concludes with data trans-
formation for analysis, with each element of the data being delineated within the DL ecosystem [1].
This system enables the storage of vast quantities of data, which can be in diverse types and formats. A
smart city comprises various elements employing DL storage technology for storing vast data volumes,
incorporating a NoSQL database that serves as a dataset comprising multiple data groupings [2].
A DL is a storage infrastructure crafted to accommodate diverse data formats, such as structured,
semi-structured, unstructured, and binary data while aligning with the four key aspects of big data,
namely Volume, Velocity, Variety, and Veracity (4V) [3,4]. NoSQL databases have the capacity to
accommodate diverse data types; however, they lack complete support for the atomation, integrity,
isolation, and durability (ACID) features, such as trigger functions in multi-transaction management
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[1,5] because they use a non-relational database management system (RDBMS) [6,7]. The NoSQL
database encompasses four database types: document-based, key-value store, graph store, and wide
column store [§]. According to [2], NoSQL technology is now a common part of a large number of
information systems and software applications. Meanwhile, according to [3], the technology’s primary
focus is on performance, enabling the efficient transmission of large volumes of unstructured and
structured data. Some features that distinguish NoSQL are high-performance writing, large scalability,
and free writing schemes. Nevertheless, to attain horizontal scalability, NoSQL databases lack the
conventional ACID properties commonly offered by relational databases [4,5], and NoSQL databases
are less supportive of the ACID features. Certain databases loosen the data consistency and freshness
of the data to support scalability and durability [6,9]. Suitable tools are required to develop a new
translation algorithm aimed at enhancing complex function queries, specifically those related to ACID
properties. Despite the lack of support for ACID transactions and the elimination of the need for
fixed schemas, NoSQL databases use a schema-free approach where schemas are considered flexible
concepts, allowing instances related to the same concept to be stored using multiple local schemas [7,8].
This issue has been a longstanding challenge in the processing and analysis of online transactions.
Classification is essential when applying intricate SQL queries in a NoSQL database to aid in the
translation and categorization from SQL to NoSQL due to the varying data formats—structured,
semi-structured, and unstructured [10].

ACID features and the trigger function are two important features in managing data in an
RDBMS or a NoSQL database. Atomicity and consistency are used to ensure that every transaction
in the database will be correctly and consistently carried out. Isolation ensures that each transaction
is not affected by other ongoing transactions, while durability guarantees that any data changes made
to the database will survive [9]. The trigger function, which is part of the ACID function, is used
to activate certain actions when an event occurs in the database, such as when the data is changed,
deleted, or added. In this study, the use of the trigger function will be tested in conjunction with
complex queries involving other ACID functions to see how far these two features can be utilized
together in data management in NoSQL databases [6]. On this basis, machine learning must be
applied in the classification of simple and complex queries on the RDBMS and NoSQL databases
to improve the efficiency and accuracy in processing these queries. In an RDBMS, machine learning
methods can be employed to distinguish between straightforward and intricate SQL inquiries. For
example, simple queries, such as SELECT, INSERT, UPDATE, and DELETE, can be grouped into
one category. Meanwhile, complex queries, such as subqueries, joins, triggers, union operation queries,
and aggregations, can be grouped into different categories. This category can be used to select the
best algorithm to process the query, thereby increasing efficiency in processing it [10]. Meanwhile,
in NoSQL databases, machine learning can implement complex query functions, such as those in
RDBMS, by classifying these queries based on their type and structure.

The objective of this research, utilizing the Preferred Reporting Items for Systematic Reviews
and Meta-Analysis (PRISMA) methodology, is to provide a clear and precise systematic review of
a specific subject, following a predetermined methodological framework [11]. The PRISMA method
is designed to help obtain and evaluate relevant research systematically and objectively and clarify
how the research is carried out. This method helps ensure that research conducted in a systematic
review is of high quality and meets the predetermined criteria [12]. The use of the PRISMA method
in this research can help ensure the accuracy, objectivity, and transparency of systematic reviews [13],
thereby allowing them to have a significant contribution to the development of knowledge in the field
of classification of simple and complex queries on the SQL on NoSQL Databases with a machine
learning approach.
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This paper is presented in five major sections. The second section presents a rough methodology
and how research is carried out. The third section presents the DL and the ecosystem within it, namely,
the RDBMS and NoSQL databases. The fourth section discusses how to classify machine learning in
the RDBMS and NoSQL databases. The fifth section highlights the techniques used for classification
in complicated SQL queries in resolving the problem of trigger and ACID functions. The sixth section
concludes the paper. This study provides a comprehensive description of the automatic classification
of SQL queries in NoSQL databases. This research fills in existing knowledge gaps and provides
insight into the latest developments in the field of NoSQL databases which include: 1. Gap: The
existing literature lacks comprehensive exploration and investigation into the automation of classifying
SQL queries within NoSQL databases. There is a noticeable deficiency in research focusing on this
automatic classification technique.

This study aims to address this disparity by exploring the intricacies of automated query
classification within the domain of NoSQL databases. 2. Objective: The primary goal of this study
is two-fold. Firstly, it seeks to identify and clarify the current techniques employed for automating the
classification of both simple and complex SQL queries within NoSQL databases. Secondly, it seeks
to provide insightful suggestions for further research endeavors in this domain. By achieving these
objectives, this research endeavors to enhance understanding and implementation in the automation
of SQL query classification within NoSQL environments. 3. Suggestion: There is a pressing need to
explore alternatives utilizing machine learning and artificial intelligence methodologies to improve and
optimize the classification process further. Additionally, expanding the scope of research to encompass
various types of NoSQL databases and encompassing more complex SQL queries can yield invaluable
insights and broaden the applicability of findings. By embracing a diverse range of methodologies
and scenarios, researchers can acquire a thorough comprehension of the difficulties and opportunities
inherent in automating query classification within the dynamic landscape of NoSQL databases.

The motivation for this research is that in the ever-growing digital era, data management and
analysis are becoming increasingly important for organizations in various fields. With DL and the
use of NoSQL databases, organizations can store and manage various types of data on a large scale
and in various formats. However, the use of NoSQL databases also raises new challenges related
to processing complex SQL queries. This problem arises because NoSQL databases do not always
fully support features such as ACID which are usually found in relational databases. Therefore, an
automated approach is needed to classify complex SQL queries in NoSQL databases, and the use of
machine learning is a promising solution to this problem.

Meanwhile, the contribution of this research is to provide main contributions in two ways. First,
we present a systematic review of automatic classification techniques for SQL queries in NoSQL
databases, with a focus on the use of machine learning in this context. This systematic review will
provide an in-depth understanding of the techniques that have been used in the literature, as well as
identify emerging trends and patterns. Second, we propose a new method to improve the efficiency and
accuracy of SQL query processing in NoSQL databases by utilizing machine learning approaches. It
is hoped that this method can provide practical guidance for developers and researchers in selecting
appropriate classification techniques for their needs. One of the defining aspects of this research is
its originality in addressing the gap in the current literature concerning the automatic classification
of complex SQL queries in NoSQL databases using machine learning techniques. To the best of our
knowledge, no prior studies have comprehensively explored the integration of machine learning for
the classification of both simple and complex SQL queries specifically within the context of NoSQL
databases, including their unique ACID and trigger functionalities. This research stands out by not
only proposing a novel methodology for efficient query classification but also by demonstrating its
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practical applicability and potential benefits for data management in the evolving landscape of NoSQL
database systems.

The main motivation of this research is to address the challenges faced in SQL query classification
in NoSQL databases. With the increasing complexity of data and the need for efficient and accurate
processing, this research aims to provide in-depth insights and practical solutions in the application
of query classification automation techniques. The main contributions of this research are two things.
First, this research presents a systematic review of automatic classification techniques for SQL queries
in NoSQL databases, with a focus on the use of machine learning in this context. This systematic review
will provide an in-depth understanding of the techniques that have been used in the literature, as well
as identify emerging trends and patterns. Second, this research proposes a new method to improve the
efficiency and accuracy of SQL query processing in NoSQL databases by leveraging machine learning
approaches.

2 Methodology
2.1 Research-Questions

RQs are important for conducting research and effectively analyzing data. The questions listed
below are reviewed and answered in detail in Sections 3—6.

e RQI. How to handle the implementation of trigger function transactions involving complex
statements in the management of DL in smart city?

e RQ2. Where should machine learning be applied to implement the trigger functions in the
NoSQL database?

2.2 Search Strategy

Four electronic databases, namely, ACM Digital Library, Google Scholar, Springer, and IEEE
Xplore, to identify pertinent papers for this systematic review, of the ACID properties were uti-
lized. A concise examination of the study was performed to ascertain suitable search terms. These
databases possess access to comprehensive information, yet they cannot extract value from it due
to their semi-structured or unstructured nature, which was produced in the terms ‘Trigger function
NoSQL Database in Data Lake Smart City’ and ‘Implementation Trigger function of SQL Complex
Classification using a Learning Machine’. Another term set was recognized to guide our investigation
toward research employing comparable terms in categorizing various machine learning methods.

2.3 Inclusion Criteria

Studies that used machine learning methods for classifying complex transactions with trigger
functions in the ACID in the NoSQL Database and published either in journals or as conference
proceedings are deemed eligible for inclusion. Papers written in English are also considered. A year
filter is applied to choose the main study published from 2016 to the present. The study discussed the
classification using machine learning to leverage the NoSQL Database in DL in smart city. Papers that
describe the implementation of learning machines for the classification of complex query transactions
are included in the research. This systematic literature review excludes guidelines, case reports, review
articles, and abstracts from conference papers.
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2.4 Criteria for Assessing Quality

The eligibility of the studies was determined by excluding those that obtained a score lower than a
predefined threshold ‘quality threshold’. This approach helps in distinguishing studies based on their
overall contribution. Analysis and Content: Was the content technically sound and substantiated by
evidence and theories offering advantages compared to the presented approaches?; Novelty: What
degree of originality does the proposed concept exhibit, or is it simply an enhancement of an existing
iteration?; Results: Was the outcome effectively presented and contrasted with the benchmark dataset?
Each study received a score out of 10, allocated as follows: 2 for novelty, 6 for content and analysis, and
the remaining 2 for outcomes from two datasets (Google Scholar, Springer, IEEE Xplore, and ACM
Digital Library). The implementation of quality assessment criteria led to a reduced number of papers.
Studies considered of poor or below-average quality would be excluded from the final selection.

The method used in this study is PRISMA: a framework designed to assist researchers in reporting
the results of systematic reviews and meta-analyses systematically and transparently. The PRISMA
flow diagram depicts the flow of study selection from the initial search database to the number of
studies selected to be included in the final review. This diagram consists of several boxes and arrows
that describe the stages of study selection as shown in Fig. | below.

Articles identified through Elsevier, Additional records Google scholar and ACM
ScienceDirect, Springer and IEEE identified through Digital Library
Xplore (n = 298) other sources (n = 110) sources (n = 149)
L | ]
v
Articles retrieved through

database search (n = 557)

Full-text articles evaluated for Articles excluded (n = 150) when
suitability (n = 345) " machine learning classification is
not the purpose of complex SQL
queries on the NoSQL Database

fields

Figure 1: PRISMA guidelines of this systematic review
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The PRISMA workflow described above can be explained in the following stages:

e Identification: Study searches were conducted through various databases or other literature
sources, such as Springer, Google Scholar, IEEE Xplore, and ACM Digital Library. Henceforth,
the number of initial studies found is recorded.

e Screening: This stage involves reviewing the title and abstract of all the studies that were
identified from the previous stage. The aim is to determine whether the study is relevant to the
research topic set and meets the criteria for inclusion and exclusion. Studies that are irrelevant
or do not meet the criteria will be excluded from the selection. The scope of the selection process
will be restricted to the following: trigger functions, Complex SQL queries, and ACID functions.

e FEligibility: In this case, the determination of eligibility is according to the predetermined
inclusion and exclusion criteria, referring to the criteria used to determine whether a study
is suitable for inclusion in a systematic review or meta-analysis. Specifically, a study will be
excluded if the objective of a complex SQL query on a NoSQL database field is not related to
machine learning classification.

e [Included: This term refers to studies that have met the inclusion criteria and have been selected
for inclusion in the data synthesis or analysis in a systematic review or meta-analysis. The studies
incorporated into a systematic review or meta-analysis are expected to provide a significant and
quality contribution toward solving the research problem under investigation.

2.5 Data Extraction

To accomplish this objective, a mapping exercise was carried out. Information regarding the
author, publication year, publisher, methodology, dataset, description, and results of the approach
proposed in the selected studies was extracted. The purpose of this phase is to gather data from the
chosen studies and ascertain which ones address the identified research questions.

2.6 Combining Data

The procedure of gathering and synthesizing data from articles entails acquiring pertinent
information to address the research question and amalgamating all the gathered information. In terms
of data, we extract the techniques or algorithms used for the classification of simple and complex
queries, the datasets used, the machine learning methods, the details and scope of research, and the
best results and solutions achieved.

2.7 Results

After applying inclusion and exclusion criteria, all studies that meet the specified criteria are
selected for further analysis. The number of research that meets the quality assessment criteria is
recorded. The data extracted during the process of extraction and synthesis is displayed in a tabular
format, depicted in Fig. | (flow based on PRISMA). The final results of the review are summarised
to answer RQ1 and RQ?2.

3 DL Ecosystem in a Smart City

During the data synthesis, we divide the analysis into three main topics. The first topic focuses
on finding the classification requirements for simple and complex SQL queries and complex NoSQL
queries in DL in Smart City Management. The second topic highlights the role of NoSQL as part of the
DL in the Smart City Management Framework. The third topic discusses the methods or frameworks
used for machine learning-based classification in the NoSQL database.
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The following details each element in this study: 1. Research Gap: This research was conducted to
fill in the existing knowledge gaps in the literature regarding classification automation in SQL queries
on NoSQL databases. 2. Objectives: To identify existing techniques for automating the classification of
simple and complex SQL queries in NoSQL databases, and to assess the advantages and disadvantages
of the techniques employed. 3. Approaches: This study used a systematic review approach by identify-
ing specific research questions and clear inclusion and exclusion criteria, conducting a systematic and
comprehensive literature search through relevant databases. Suggestion: can provide some suggestions
as the direction of further research, namely; Develop more sophisticated and efficient techniques for
automating the classification of SQL queries on NoSQL databases, exploring machine learning and
additional artificial intelligence techniques approaches in optimizing the classification process.

3.1 Data Lake

DL relies on big data technologies like Hadoop, Spark, and Yarn, enabling it to be scalable,
distributed, reliable, and fault-tolerant. It functions as a data repository for vast quantities of diverse
data in their native context [14,15]. The data undergo processing and transformation as needed.
Additionally, this system is linked with advanced analytics, automation, orchestration, and machine
intelligence tools and languages. DL comprises distinct yet interconnected components for storage,
standardization, structuring, and processing [16]. The need for an effective dataset classification to
facilitate data analysis and retrieval of information has increased due to the emergence of DL [17,18].
DL is an integrated storage for all company data in its original format, regardless of whether it is
structured, semi-structured, or unstructured [19,20]. Each facet of the data, starting from managing
the data ingestion channel to the transformation layer for analytical purposes, will be addressed within
the data lake ecosystem [21,22]. Thus, this system can store vast amounts of data in different structures
and formats. A data lake may encompass raw, unstructured, or structured data, much of which may
hold undisclosed value for the organization [23].

DL is a methodology that leverages public data and low-cost technology to enable capturing,
refining, archiving, and exploring raw data in the enterprise, and it uses a flat architecture and runs
different types of data analytics [18,24,25]. This system is designed to store various forms of data, which
may include unstructured or semi-structured data that have great value for the company. In essence,
DL is a repository for all types of data in an enterprise, regardless of their type, format, or structure.
DL is based on the 4VS data features: volume, velocity, variety, and veracity. Given the considerable
amount of DL, a proficient dataset classification is essential to facilitate data analysis and information
absorption [22,26-28]. The objective is to utilize a data metacharacteristics to characterize the dataset
and identify resemblances. Nonetheless, data stored in the data lake might become inaccessible over
time if the semantics are unavailable. Additionally, manual cleaning and consolidating of data can
be challenging due to the data format and the volume of collection. The data lake relies on big data
technologies like Hadoop, Spark, and Thread to establish a scalable, distributed, reliable, and fault-
tolerant system. DL serves as a data storage unit that holds vast and varied datasets in their native
form. The data undergo on-demand processing and modifications and are integrated with analytics,
automation, advanced orchestrations, and machine intelligence tools and languages [29,30].

DL enables the consolidation of different types of data into one location. The data may come from
a variety of data sources, can be logically relevant, and can be stored in structured, semi-structured, or
non-structured raw format [31,32]. DL storage is categorized based on goals, such as: (1). Reservoir
Data: Only datasets in the Hadoop File System (HDFS) are cleared and subjected to profile creation
rules; (2). Exploratory Lake: A compilation of data applications ingested into HDFS with minimal
cleaning, transformation, or merging from diverse data sources as required; (3). Data Analytics DL:
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digests data in HDFS and feeds them to their analytic models for additional analysis, like predictive
analysis [23]. Essentially, a data lake serves as a repository that preserves company data in its original
state, encompassing structured data, unstructured, and semi-structured data, regardless of their type,
format, or structure. Finally, DL understands the data properties that are delegated to data users
during the data retrieval.

3.2 Smart City

The six domains that affect the understanding of the basic components of a smart city include
a smart economy, living conditions, environment, populace, governance, and mobility [33,34]. The
notion of a smart city is among the prominent themes of the fourth industrial revolution. This concept
refers to cities that leverage information communication technology for their operation [35,36]. The
need for smart cities becomes more pressing as the world’s population rapidly increased [37]. To
generate fresh concepts for forthcoming smart city technologies, this research examined the current
literature on the topic [36]. The population in urban areas is projected to increase by 75% by 2050,
resulting in a heightened demand for smart and sustainable environments that provide citizens with
a high quality of life. This situation leads to the evolution of smart cities [38]. Smart city is a city
innovation that aims to enhance the quality of life of its inhabitants by using technology to advance
social and economic aspects.

Different definitions have been formulated for smart cities: a smart city leverages society and
technology to create smart economics, smart mobility, smart environment, smart management admin-
istration, and overall smart life. The general idea of a smart city covers the following main compo-
nents [39]: (1). Intelligent economy; (2). Intelligent environment; (3). Intelligent administration; (4).
Intelligent communication; (5). Intelligent transportation [40—42]. The smart city framework includes
management and organization, technology, management administrators, policy contexts, community
and community, economics, infrastructure, and the natural environment [43,44]. The important
technological factors in the use and maintenance of smart cities and technology are the driving forces
that establish and maintain smart cities to deliver promised services. However, studying the safety
of a smart city to manage administration and socioeconomic factors is important in identifying the
concerns and safety needs of stakeholders [45—47]. Smart cities are conceived as a unified system where
human and social interactions are facilitated by technology-driven solutions. The objective is to attain
sustainable, resilient, efficient, and high-quality development through partnerships involving multiple
stakeholders, including municipalities. Smart cities offer opportunities to connect people and places
and use innovative technology to help plan and manage better cities. The core of smart cities lies in the
process of collecting, managing, analyzing, and visualizing large amounts of data that are generated
in the city environment every minute as a result of socioeconomic and other activities [48]. Smart city
data can be collected directly from a variety of sensors, smartphones, and citizens and integrated with
urban data repositories to implement analytical algorithms and produce the information needed to
make decisions for better smart city management administration [49-52].

3.3 Relational Database Management System

The RDBMS facilitates the connection among tables within a database [53,54]. Each table
has a key called the primary key to be connected to the next table that has a foreign key (e.g.,
MySQL, MS.SQL Server,and ORACLE). The system will prevent data redundancy using the primary
key contained in a table, and it can be used to develop a complex database. RDBMS provides
a normalization process. RDBMS is specifically designed to handle large-sized data and has a
considerable number of users. Such a system applies security and functions, such as ACID, to increase
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the integrity of a database [55,56]. RDBMS comprises a set of programs and functionalities enabling
application developers to generate, modify, administer, and engage with relational databases [1]. In
addition, RDBMS stores data in the form of tables, with the most commercial RDBMS using the
SQL to access the database. Hence, this system offers a dependable approach to storing and fetching
substantial amounts of data, combining system efficiency with straightforward implementation.

3.4 NoSQL Database

The NoSQL database can store and process significant amounts of data rapidly, without relying
on a relational model [57-59]. This database does not adopt the relational data model [60]. NoSQL
databases offer high flexibility and employ a dynamic schema to accommodate both structured and
unstructured data [61]. The NoSQL database offers improved support for scalable architecture by
utilizing open-source software, commodity servers, and cloud computing, rather than relying on large
monolithic server and storage infrastructure used in relational databases [10,62]. The dataset was
transferred into every NoSQL database (Redis, Mongodb, Redis, Cassandra, Neo4j). ACID properties
(Atomicity, Consistency, Isolation, Durability) are important principles of transaction management
in databases, traditionally implemented in relational databases. However, in the context of NoSQL
databases, the implementation of ACID properties is often not done explicitly or not strictly adhered
to. For example, some types of NoSQL databases, such as document-based or columnar databases,
may not prioritize as strict data consistency as relational databases. Consequently, this can have
significant implications for query classification, especially in the context of using machine learning
techniques. For example, query classification that relies on strict data consistency assumptions may not
always hold in a NoSQL environment, which can affect the accuracy and reliability of the classification
model. Therefore, a deeper understanding of how ACID properties are applied or ignored in NoSQL
databases is key to developing effective and reliable query classification approaches in these diverse
environments. By considering the unique characteristics of different types of NoSQL databases and
different approaches to ACID properties, we can develop query classification strategies that are more
adaptive and responsive to the changing environment [63—65]. The characteristics and comprehension
of each NoSQL database depend on its respective type, as outlined below [66—-68]:

e Document-Base (Mongodb)
Each data entry is maintained as a document, and each document within a dataset doesn’t
necessarily conform to the same structure as another (known as a table in SQL terminology).
The type offers the advantage of not requiring a predetermined scheme.

e Key Value Store (Redis)
Redis, short for Remote Dictionary Server, is a tool that furnishes in-memory data structures
suitable for serving as both a database and cache for streaming machines.

e Graph store (Neo4j)
This database is structured to depict relationships, resembling graphs consisting of nodes and
edges. Such databases are frequently utilized for social media platforms, public transportation
systems, mapping services, network topology, and similar applications. All relationships are
stored in a single table.

e Wide column store (Cassandra)
This database stores data using models similar to columns, employing the concept of keyspaces.
A keyspace resembles a schema in SQL. It contains column families, which are akin to tables
in SQL, comprising rows and columns.

The following is a comparison of the features between RDBMS (MySQL) and NoSQL.:
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According to Table I, RDBMS has a structured and well-organized data structure and schema
using tables and relationships between tables. Meanwhile, NoSQL has an unstructured and semi-
structured data structure schema and does not have a fixed schema. Accordingly, RDBMS is more
suitable for structured data and complex transactions, whereas NoSQL is more suitable for managing
unstructured data, handling large amounts of data, and providing high horizontal scalability.

Table 1: Comparing the characteristics of RDBMS and NoSQL databases

No.  Feature RDBMS NoSQL
MySQL Mongodb Redis Neodj Cassandra
1 Database Relational DBMS Document store  Key-value store Graph database ~ Wide column
category [66,69] [66,69] [66,69] [66,69] [66,69] store [66,69]
2 Database [60]  Database [60] Database [60] Database [60] Graphs [60] Keyspace [60]
3 Table [70] Relation [70] Collection [70] Hash set, list set, Label [70] Column family
sorted set and string [70]
[70]
4 Value [66] Rows [66] Documents [66]  Key-value pair [66] Node and edges  Rows [66]
[66]
5 License [09,71]  Open source Open source Open source [69,71] Open source Open source
[69,71] [69,71] [69,71] [69,71]
6 Language [6(9] Cand C++[69] CH++[69] C[69] Java, Scala [69] Java [69]
7 Description Widely used open It is one of the It functions asan ~ Open source graph It is among the
[69,72] source RDBMS  well-known in-memory data database [69,72]  widely used
[69,72] databases for structure repository databases with a
storing documents and serves as a wide column
[69,72] significant key-value storage structure,
store [69,72] inspired by the
BigTable concept
[69,72]
8 Schema [66] Structured [66] Semi-structured, Semi-structured, Semi-structured,  Semi-structured,
Structured, and  Structured, and Structured, and Structured, and

unstructured data unstructured data  unstructured data unstructured data
[66] [66] [66] [66]

In transaction processing databases, complex SQL queries, RDBMS, and NoSQL are segregated
into sections known as Online Transactional Processing (OLTP) and Online Analytical Processing
(OLAP).

In Table 2, when viewed from its purpose, OLTP is used to handle simple business transactions
with high volume and fast responsive requests, typically for day-to-day operations, such as buying,
selling, and ordering. Meanwhile, OLAP is used to analyze business data, extract information, and
gain deeper insights into the data. OLAP is used to view historical data, identify trends and patterns,
and generate reports.
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Table 2: Comparison of OLTP and OLAP in the NoSQL database
No. Characteristics Online Transactional Online Analytical Processing
Processing (OLTP) (OLAP)
1 Description [73,74] Transaction processing [73,74] Information and analytical
processing [73,74]
2 Orientation [75,74] Transactions [75,74] Analysis [75,74]
3 Objective [76] Controlling, executing and Analyse data to identify hidden
managing real-time business  patterns and derive insights [76]
operations [76]
4 Function [77] Day to day operations [77] Decision support and long-term
informational requirements [77]
5 Data [78] Up to date [78] Consistency maintained over

Access data [75]

6 Database design [57]
7 Size [79]

8 Use [80]

9 Data updates [81]

Read/write [75]
Application-oriented [57]
Gigabytes [79]

Transactional data with evenly

distributed usage, updated
and written in real-time [80]

Short, fast, and regular
updates [81]

time [78]

A number of scans [75]
Subject-oriented [57]
Terabytes [79]

Reporting based on batch
loading and read-only usage

peaks, correlated with warehouse
load times [80]

Data periodically refreshed [81]

NoSQL databases have several differences from each of the existing NoSQL database categories
in terms of functionality, complexity, flexibility, scalability, and performance. Table 3 illustrates a
comparison between the NoSQL databases in terms of categories and descriptions.

Table 3: Comparison of the type of categories of the NoSQL database

No. Categories of Functionality Complexity  Flexibility Scalability Performance
the NoSQL
database
1 Object store  Object- Low [82,83]  High[82,83] Variable High [82,83]
[82,83] oriented (high) [82,83]
programming
[82,83]
2 Column Minimum Low [82-85] Moderate High [82-85] High [82-85]
stores [82-85] [82-85]
[82-85]

(Continued)
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Table 3 (continued)
No. Categories of Functionality Complexity  Flexibility Scalability Performance

the NoSQL
database

3 Graph store  Graph theory  High [82-85] High [82-85]  Variable Variable
[82-85] [82-85] (high) (high)

[82-85] [82-85]

4 Key-value Variable None High [82-85] High [82-85] High [82-85]
stores (none) [82-85]  [82,84,83,85]
[32-85]

5 Document Variable (low) Low [82-85]  High [82-85]  Variable High [82-85]
stores [82-85] (high)
[32-85] [32-85]

Table 3 shows several comparisons based on the NoSQL categories owned by every NoSQL
database, each with its advantages and disadvantages. When considering the basic concepts of
RDBMS and NoSQL databases, a relationship exists between the two, which can complement each
other in managing DL in smart city. RDBMS is used to process structured and table-based data, whilst
NoSQL is utilized to process unstructured data and is based on documents, graphics, or key-value. In
DL management, RDBMS can be used to store data that has been extracted, transformed, and loaded
(ETL) and is ready for processing. Meanwhile, NoSQL databases can be used to store raw data that
have not been ETL and allow for more flexible and scalable data processing.

Additionally, it is important to consider the challenges that arise in managing and analyzing
complex SQL query data in diverse NoSQL environments. Different types of NoSQL databases have
different characteristics, including flexible data schemas, eventual consistency, and geographically
distributed distribution. This leads to the need for an approach that can adapt to the diverse nature
of NoSQL databases. In this context, the scalability and adaptability of machine learning approaches
are key to ensuring effectiveness and efficiency in data management and analysis. Machine learning
techniques capable of operating on a large scale and adapting to variations in data structure and
characteristics would be the ideal solution to overcome these challenges. Therefore, continued research
in the development and implementation of machine learning approaches that can effectively adapt to
diverse NoSQL environments will be an important step in improving the performance and relevance
of modern database management systems. This research is in the broader context of developments
in big data and machine learning technology, particularly in the increasingly popular application of
NoSQL databases to handle large and varied data volumes. Previous studies have explored various
techniques for managing and analyzing data in the Data Lake ecosystem, as well as highlighting the
challenges of handling complex SQL queries in NoSQL databases that do not fully support ACID
properties. Reference [20] shows the importance of automatic classification of SQL queries to improve
data processing efficiency in the context of smart cities. However, there is still a lack of understanding
of the optimal method for automatic classification using machine learning. Therefore, this research
aims to fill this gap by systematically reviewing existing techniques and proposing new approaches
that can improve the efficiency and accuracy of SQL query processing in NoSQL databases. This
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contribution is critical to progress in the implementation of smart city technology and other data-
intensive applications.

3.5 Methods Employed in Machine Learning Classification within NoSQL Databases

Machine learning pertains to the creation of learning algorithms within the realm of artificial
intelligence (AI) capable of automatically improving their performance over time without explicit
instruction from a user. This type of machine learning provides different frameworks for solving
different problems and exploring patterns in data [86]. The selection of the right type depends on
the characteristics of the data, the objectives to be achieved, and the resources displayed in Fig. 2.
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Figure 2: Types of machine learning. Reprinted from Reference [86]

Machine learning discusses the question of how to develop a computer that automatically
increases through experience. In the domains of computer science, statistics, Al, and data science,
this tool is experiencing rapid growth and adoption [86]. The machine learning algorithm is classified
into the following types based on the output required for each algorithm:

e Monitored Learning: Learning under supervision, this type produces algorithms that corre-
spond the input to the desired output. For example, the right decisions are made in the input to
the algorithm model during the learning process. This type of learning is fast and accurate.

e Uncovered Learning: The form of learning that is more difficult as it involves a computer
learning how to do something without being given explicit instructions. Clustering is the most
common method of learning.

e Enforcement Learning: Strengthening Learning, each action affects the environment. The
feedback received from the environment serves as a guide for the learning algorithms. Although
machine learning is widely used and has great potential, its limitations must be understood.
Currently, machine learning cannot replicate the full functionality of the human brain. Thus,
one must exercise caution when applying machine learning algorithms in real-world settings
and have a clear understanding of its capabilities before deployment.
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Employing supervised machine learning with historical and current monitoring data, the existing
middleware adjusts configurations to map application workloads onto distributed system configura-
tions, adapting to changing workloads. The overview is depicted in Fig. 3.
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Figure 3: Performance and scalability on a NoSQL database system using machine learning. Reprinted
from Reference [87]

Machine learning is applied to understand the performance patterns and scalability of NoSQL
systems during runtime. Data on performance and scalability collected from active NoSQL systems
serve as input for machine learning algorithms. The machine learning algorithm will analyze the
data and identify patterns and correlations that exist between system configuration, performance
parameters, and scalability. One of the main challenges is data heterogeneity, where NoSQL databases
often store data in various formats and structures, ranging from structured data to unstructured
data. This requires an approach that can adapt to the unique characteristics of each type of data. In
addition, scalability issues are also a major concern, because NoSQL databases are often used to store
data on a very large scale. Machine learning must be able to cope with increasing data scale without
sacrificing performance or accuracy. Additionally, handling semi-structured and unstructured data
is also an important challenge, as NoSQL databases can store data in unstructured formats such as
JSON documents or graphics. In facing these challenges, machine learning approaches must be able to
extract useful information from unstructured data and apply it in the classification process of complex
SQL queries in NoSQL database environments. By exploring the performance, accuracy, and efficiency
of different classification methods in a NoSQL setting, comparative studies can provide an in-depth
understanding of the strengths and weaknesses of each approach. This can assist practitioners in
selecting the method that best suits their analytical goals while improving the efficient use of computing
resources.

Architectural classification is used to regulate the current related work based on system archi-
tecture followed by the approach. Fig. 4 shows the proposed classification. As previously mentioned,
our classification grouping approaches are classified into two categories: layer and storage machines.
In summary, all approaches are considered to map the relational scheme and SQL operations to
the data and operations models of each NoSQL database [60]. The primary objective is to integrate
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the strengths of both worlds: the robustness of the SQL standard and the extensive data handling
capabilities of NoSQL databases.

RDBMS

SQL SQL ’ <B
Operations """ Operations o
= \ e &s
— e -

= T [ 1

I y Layer . ] o :,‘5‘ Store
e 2 § Engine .

8

- 23

NoSQL
DBMS

(b) L

Figure 4: Summary of the architectural categorization for the related studies on simple and complex
queries. Layer over one or more NoSQL databases (a). Layer of an RDBMS to provide the storage of
relational data in a NoSQL database (b). Reprinted from Reference [60]

Based on Fig. 4 above, Fig. 4a depicts an architecture where an intermediate layer facilitates
SQL operations on multiple NoSQL databases. Meanwhile, Fig. 4b shows an RDBMS architecture
that integrates a NoSQL DBMS in its storage engine, enabling direct interaction between the query
processor and the NoSQL database. Several mathematical formulas are used to provide accurate
systematic mapping, especially when checking the availability of cluster or classification data for a
simple and SQL query complex. This formula is presented as follows [88]:

" c! (c—i) .
Coen =2 7% = <€ xa- i (1)

If the system requirement is C consistency, and the level is M medium. For example, if a system
has a number of C cluster SQL queries, then it is considered available under this formula when at least
the C—-N component is available, which means no more than n clusters can fail. Several studies that
explore various simple and complex SQL queries and methods for managing NoSQL databases show
how NoSQL databases retrieve data in different ways to address the trigger function problems and
ACID functions with a machine-learning approach. Some researchers also inquire about questions or
ways to facilitate queries of existing approaches, including the classification and clustering methods.
A summary of previous studies is illustrated in Table 4.

Table 4: Synopsis of machine learning techniques and their applications within the NoSQL

No. Applications Support the ACID NoSQL Methods and
database references
Atomicity Consistency Isolation Durability type

1 Smart grid ~ /[22,89-92] X [22,89-92] X[22,89-92] J[22,89-92]  Key-value Machine
system and store and learning and
big data wide column clustering
frameworks store [22,89-92]
[22,89,90-92] [22,89-92]

(Continued)
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Table 4 (continued)

No. Applications Support the ACID NoSQL Methods and
database references
Atomicity Consistency Isolation Durability type

2 SPARQL J[89,93-95] X[89,93-95]  /[89,93-95]  /[89,93-95]  Document  Ontology-
converting base based access
complex [89,93-95] data (OBDA)
queries Querying
[89,93-95] [89,93-95]

3 NewSQL  [60,96,97] X [60,96,97] /[60,96,97] / [60,96,97] Document Machine
databases base, learning and
[60,96,97] key-value classification

store and [60,96,97]
graph store
[60,96,97]

4 NoSQL V8198991 X[81,98,99]  /[81,95,98,99]  /[81,95,98,99] Document  Query
transforma- base, mapping
tion key-value approaches
[81,95,98,99] and wide For synchro-

column store nisation
[81,95,98,99] [81,95,98,99]

5 Transforma- V [75,100] X [75,100]  [75,100]  [75,100] Document Nest-G
tion of base and algorithm
nested key-value [75,100]
queries store [75,100]

[75,100]

Graph database technology is used to manage data and metadata in the concept of DL architecture
of the semantic DL catalog knowledge using graphs. A graph database is a database format that
arranges data as graphs or networks, comprising nodes and edges. This database allows users to access
data in a more flexible and integrated manner and perform a more complex data analysis[101]. The DL
architecture of the semantic DL catalog knowledge using a graph concept can create a highly flexible,
accessible, and integrated data environment by combining the concepts of DL, semantic DL, data
catalog, and graph database technology, making it easier for users to quickly and efficiently find and
analyze data. The DL architecture of semantic DL catalog knowledge utilizing graph concepts creates
a highly adaptable and interconnected data environment. Integrating DL concepts with semantic DL,
data cataloging, and graph database technology, facilitates quick and efficient data discovery and
analysis for users.

By leveraging these components together, the DL architecture incorporating graph database
technology enhances data accessibility, flexibility, and integration. Users can navigate through the
interconnected data landscape more intuitively and perform complex analyses with ease. Overall,
the integration of graph database technology enhances the capabilities of the semantic DL catalog
knowledge concept, making it a powerful tool for managing and analyzing data in modern data
environments.

Meanwhile, the catalog semantic DL is a key component of the DL architecture because it handles
and controls the collection and access to information that enables the search and classification of
semantic data, increasing discoverability [102]. Data can be found faster, better, and automatically by
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machines, enabling further data analytics use cases. Data usage is much better overall, as shown in
Fig. 5.
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Figure 5: DL architecture of semantic DL catalog knowledge using a graph. Reprinted from Reference
[103]

DL architecture of semantic DL catalog knowledge using a graph is a data structure that integrates
the principles of Data Lake (DL), Semantic Data Lake (SDL), and data catalog to create a highly
flexible, accessible, and integrated data environment [103]. This architecture also uses graph database
technology to manage data and metadata. A DL is a concept for collecting raw data from various
sources and storing it in one place without the need to perform data transformation or processing
first [103]. This concept enables organizations to access and quickly and efficiently analyze data. The
semantic DL is a concept that enriches raw data with additional information, such as metadata,
ontology, and semantics. This system makes the data stored in the DL more understandable and

accessible to users. Meanwhile, a data catalog is a system used to manage metadata from a data
environment.

Metadata can be information about the data origin, data structure, or other pieces of information
related to the data. Data catalogs allow users to quickly and easily find the data that they need. Graph
database technology is used to manage data and metadata in the DL architecture of semantic DL
catalog knowledge using a graph concept [104]. A graph database is a type of database that organizes
data in the form of graphs or networks that consist of nodes and edges. Fig. 6 demonstrates the
proposed Complex Querying for Relational and NoSQL Databases (CQNS) approach enables the
execution of complex queries across heterogeneous data stores. This framework consists of three layers,
namely, the suitable layer of voters, processing layers and queue execution layers.
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The layer illustrated in Fig. 6 processes an SQL or NoSQL database request, matching it with
user queries against a stored library containing various statements for each type of database (SQL or
NoSQL) from the database machine. The system then compares the sentence with the stored library
to determine the database machine required to operate. In Fig. 7, the SQL library statement contains
a set of CRUD statements for each document stored in the SQL database, such as Mongodb and
Cassandra, as a test of the NoSQL database library [95]. This framework model contains certain
database operating functions, and users must add particular data storage implementations if they need
to integrate other additional NoSQL databases.
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Figure 7: Architecture of the Spark-based layer. Reprinted from Reference [95]

The next research is to transform SQL to NoSQL using the query mapping approaches for the
synchronization method (Fig. 7). Database conversion from relational to NoSQL can be more quickly
and efficiently carried out using the query mapping clustering machine learning method and approach
for relational database conversion to NoSQL using a Spark-based layer architecture because Apache
Spark can process data in a distributed and efficient manner. Query mapping belongs to NoSQL
databases (document, column, and key-value databases).
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The subsequent research, called multi-source integration, shows a model for overcoming the
trigger function problem and how SQL queries can be implemented into several databases (RDBMS
and NoSQL), namely, the transformation of nested queries approach with the RDBMS database
integration model and NoSQL data storage (Fig. 8).
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Figure 8: Architecture transformation of nested queries. Reprinted with permission from Reference
[75]. Copyright © 2018 Wiley

The DBMS adapter component primarily comprises semantic checking, parameter generation,
API calls, run-time supporter, and error handling, with the concept of transformation of nested
queries. The inputs of the DBMS adapter component are the language objects generated by the SQL
parser component, which has probably been optimized by the SQL optimizer component, and its
outputs are the calls of the encapsulated APIs for the selected NoSQL DBMS. The semantic checking
module is responsible for checking the language objects produced by the upper layer. The parameter
generation module extracts the relevant parameters from each SQL statement and converts them
into specific parameter objects, which are then utilized in the encapsulated APIs for the NoSQL
database [75].

The problem of trigger and ACID functions in NoSQL databases using the conversion of nested
query models can be addressed by creating one main query that contains all the required subqueries;
by doing so, the nested queries are converted into a single main query [100]. Locking techniques can
be used to ensure the data integrity of transactions performed on NoSQL databases. Meanwhile,
compensating techniques are used to correct errors that occur in transactions in case an error emerges
during a transaction. Furthermore, distributed technology ensures accurate data replication and
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overcome data availability problems in NoSQL databases. Thus, through a careful synthesis of multiple
perspectives in the relevant literature, this research can be effectively placed in a broader context,
strengthen its theoretical foundation, and make a meaningful contribution to our understanding of the
implementation of trigger functions and classification of complex queries using machine learning in
NoSQL databases for Data Lake in Smart Cities. By expanding the analysis of the limitations of this
study, including an evaluation of the potential generalizability of findings, implementation barriers,
and suggestions for further research, this study can make a more significant contribution to filling
existing knowledge gaps and provide clearer guidance for practitioners and researchers in the field
SQL query classification in the context of NoSQL databases for Data Lake environments in smart
cities.

4 Discussion
4.1 Support Vector Machine

Following are some of SVM’s main contributions to this classification: (1). Query Classification:
SVM can be used to classify queries in NoSQL databases into two or more relevant categories. (2).
Improved Query Performance: SVM can help improve query performance in NoSQL databases by
predicting the type and complexity of queries before executing them. (3). Pattern Recognition: SVM
can recognize patterns and complex relationships in past queries and use them to perform never-
before encountered query classifications. (4). Handling a Variety of Data Formats: NoSQL databases
can store data in diverse formats, such as structured, semi-structured, and unstructured. SVM can
overcome these variations of data formats by studying the patterns and characteristics of each data
format [105]. (5). In evaluating the performance of SVM in classifying queries in NoSQL databases, it
is important to consider that the results obtained can be influenced by several factors, including dataset
characteristics, feature selection, and the complexity of the query being handled. A deeper analysis of
these factors could provide more comprehensive insight into the reliability and effectiveness of SVMs
in this context [106]. (6). The practical implications of this research are significant, given the continued
increase in the use of NoSQL databases in various applications. With an improved comprehension
of the capabilities and constraints of SVM in classifying queries, practitioners and researchers can
develop more effective strategies for managing and analyzing data in NoSQL database environments.

4.2 Naive Bayes Classification

Following are some of NBC'’s contributions to this classification: (1). Query Classification: NBC
can be used to classify queries in NoSQL databases into relevant categories. By utilizing the probability
method and naive assumptions that each feature (query characteristic) is mutually independent,
NBC can provide an estimate of the optimal class probability based on the observed features. (2).
Diverse Data Handling Capabilities: NBC can handle diverse data in NoSQL databases. NBC can
be used to classify queries with different data types, whether they are structured, semi-structured, or
unstructured. (3). Scalability: NBC has good scalability and is efficient in classifying queries in NoSQL
databases. (4). Ease of Implementation and Interpretation: NBC is a machine learning method that is
relatively simple and easy to implement [107]. (5). In facing the challenges of implementing trigger
functions as part of ACID functions in NoSQL databases, the need for innovative and adaptive
approaches becomes increasingly important. The integration of machine learning methods such as
SVM, and NBC can be a promising step to overcome this obstacle, by providing a more effective and
efficient solution in transaction management and query classification in NoSQL databases [108,109].
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This study shows that DL storage management uses classification and grouping methods with
machine learning, such as SVM, NBC, and K-means, to address complex SQL statement transaction
problems in NoSQL databases. However, the implementation of the trigger function as part of the
ACID function may still face challenges in achieving optimal performance. The reason is that the
ACID and trigger functions are still fully supported and run on a relational database (RDBMS) with
a structured data type. Meanwhile, NoSQL databases can store all data formats and types, whether
structured, semi-structured, or unstructured. Consequently, special methods and adapters may be
required to address these issues. Machine learning techniques, such as SVM, K-means, and NBC,
have the potential to offer solutions and significantly contribute to resolving these problems in NoSQL
databases, especially the ACID and trigger functions. NoSQL can be optimally applied for managing
smart city DL. This study can also assist in DL in Smart City Data Management by providing effective
and complex query support using classification machine learning methods.

Although machine learning has been widely used in the context of data analysis, its use specifically
for SQL query classification in NoSQL databases has unique challenges and requirements. NoSQL
databases have a different structure and often do not support features such as ACID properties
that are common in relational databases. Therefore, developing and applying machine learning
techniques for SQL query classification in NoSQL databases requires an approach tailored to the
characteristics and needs of that environment. Classification of SQL queries in NoSQL databases
poses additional challenges, such as managing semi-structured and unstructured data, as well as
processing complex queries with features such as triggers and ACID functions. This requires the
development of classification models that to overcome this complexity and provide accurate and
reliable results. The application of machine learning for SQL query classification in NoSQL databases
aims to improve the efficiency and accuracy of data processing in this environment. By automating the
classification process, users can save time and resources in data management and analysis, and enable
more effective use of NoSQL databases. Therefore, although machine learning concepts have been
widely applied in data analysis, research specifically focusing on its use for the classification of complex
SQL queries in NoSQL databases is still a developing field and has the potential to significantly
contribute to information technology and data management. Therefore, this research can provide a
new and valuable contribution to understanding and development in this domain.

5 Issues and Challenges

The problems and challenges mentioned relate to the distinctions between relational databases
(RDBMS) and NoSQL databases in terms of ACID (Atomicity, Consistency, Isolation, Durability)
and trigger functionality, as well as data structure flexibility. The following is a summary of the
problems and challenges mentioned: ACID and trigger functions, Data format and type flexibility,
and Special methods and adapters. Overall, the challenges lie in adapting the ACID and trigger
functions, which are typically associated with structured data in RDBMS, to the flexible and diverse
data formats supported by NoSQL databases. Finding suitable methods and adapters is crucial
to overcoming these challenges and ensuring efficient and effective data management in NoSQL
environments. Essentially, the paradigm differences between RDBMS and NoSQL databases create
significant obstacles in adapting ACID and trigger functions, which are commonly associated with
data structured in RDBMS, to NoSQL environments that support more flexible and diverse data
formats.

These changes prompt fundamental questions about how NoSQL databases can maintain data
integrity, transaction consistency, and isolation in the context of schema-independent data structures.
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Some issues and challenges for future research include; (1). NoSQL Limitations in Supporting ACID
Properties: NoSQL databases often cannot fully support ACID properties which are the main feature
in managing data transactions in RDBMS [10,67]. This has led to research into solutions that allow
NoSQL databases to support these features without sacrificing scalability and performance. (2).
Application of Machine Learning for Query Classification: Studies indicate that machine learning
holds significant promise for enhancing the efficiency of categorizing intricate SQL queries within
NoSQL database varieties [8,9]. However, the challenge here is in identifying and applying the
most effective machine learning algorithms for this complex SQL classification task. (3). Complex
Query Classification: The main challenge is in classifying complex queries, such as subqueries, joins,
triggers, and aggregation operations, which are often difficult to automate [7]. This requires the
development of more sophisticated classification techniques and a deeper understanding of query
and data structures in NoSQL databases [33]. (4). A new model of complex transaction algorithm
with a trigger function in Atomicity, Consistency, Isolation, and Durability (ACID) is needed for
managing various transactions in the Data Lake which can be used for databases in smart bookies
using a machine learning approach [4,110]. In this research, there are also several limitations including;
(1). Limitations on systematic reviews, and the limited number of studies that met the inclusion criteria
resulted in restrictions on the variety of classification techniques in this review. (2). Limiting the scope
of the search, studies conducted relating to less common NoSQL databases may not be included in
the analysis. (3). Challenges in classifying complex SQL queries, and limitations in understanding the
structure and behavior of complex queries can hinder the ability of classification models to differentiate
appropriately between different types of queries. The unique challenges faced in the integration of
machine learning with NoSQL databases give rise to new, innovative methodologies to increase the
effectiveness and reliability of data analysis processes. One of the main challenges is the complexity
of the diverse data structures in NoSQL databases, which include structured, semi-structured, and
unstructured data. Solutions to these challenges may involve developing classification algorithms that
can handle the flexibility of data structures and take into account the specific context of each type of
data. Additionally, scalability is an important challenge in managing large and dynamically increasing
data volumes. New approaches such as the use of cloud-based technologies or distributed computing
can help overcome these problems by improving system performance and scalability. The issue of data
consistency is also an important focus because NoSQL databases often offer eventual consistency
rather than strong consistency as in relational databases. New methodologies that combine machine
learning techniques with fast and efficient data recovery techniques can help in ensuring the desired
data consistency.

This study has several limitations that need to be noted. First, limitations to this systematic
review are due to the limited number of studies that met the inclusion criteria, which resulted in a
limited variety of classification techniques that could be reviewed. Second, restrictions on the scope
of the search mean that studies conducted related to less common NoSQL databases may not be
included in this analysis. Third, challenges in classifying complex SQL queries as well as limitations
in understanding the structure and behavior of complex queries can hinder the ability of classification
models to differentiate appropriately between different types of queries. The unique challenges faced
in integrating machine learning with NoSQL databases provide opportunities for the development of
innovative new methodologies to increase the effectiveness and reliability of data analysis processes.
One of the main challenges is the complexity of the diverse data structures in NoSQL databases, which
include structured, semi-structured and unstructured data. Solutions to these challenges may involve
developing classification algorithms that can handle the flexibility of data structures and take into
account the specific context of each type of data. In addition, scalability is an important challenge in
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managing large and dynamically increasing data volumes. New approaches such as the use of cloud-
based technologies or distributed computing can help overcome these problems by improving system
performance and scalability. Data consistency issues are also an important focus because NoSQL
databases often offer eventual consistency rather than strong consistency as in relational databases.
New methodologies that combine machine learning techniques with fast and efficient data recovery
techniques can help ensure desired data consistency.

6 Conclusion

I.

As a conclusion, there are several suggestions from the author that can be considered for future
research as follows: Systematic Review: This systematic review has identified that the use of
automatic classification techniques, especially those based on machine learning, has become
the dominant approach in processing SQL queries in NoSQL databases.

. Research and Development: Further research and development efforts should focus on explor-

ing innovative approaches and techniques for implementing ACID and triggering functionality
in NoSQL databases.

. Standardization: Establishing industry-wide standards and guidelines for implementing ACID

and triggering functionality in NoSQL databases can provide a framework for consistency and
interoperability.

. Developing the Smartdb Adapter for translating SQL queries to NoSQL databases can become

a useful tool for bridging the gap between the structured nature of SQL and the flexible data
models of NoSQL databases.

. Smart Cities experience exponential growth in data volumes and user demands. Therefore,

NoSQL databases must be optimized for scalability to accommodate increasing workloads and
evolving requirements. Techniques such as sharding, replication, and horizontal scaling should
be explored to ensure seamless scalability and high availability of data storage and processing
resources.

. Monitoring the performance of NoSQL databases in real time is critical for identifying bottle-

necks, optimizing resource utilization, and ensuring optimal system efficiency. Implementing
robust monitoring tools and performance analytics frameworks enables proactive problem
detection and resolution, thereby enhancing the overall reliability and performance of smart
city data management systems.

For future research, several directions can be explored to overcome existing limitations and
improve understanding of processing complex SQL queries in NoSQL databases:

1.

Future research could include more types of NoSQL databases and variations of complex
SQL queries to gain a more comprehensive understanding of effective automatic classification
techniques.

. More research is needed to explore methods to improve the quality and representativeness of

training data in the context of SQL query classification in NoSQL databases, including the use
of advanced data processing techniques.

. Future research could focus on developing more sophisticated and adaptive classification

models to overcome challenges in complex query classification, including the integration of
features such as triggers and ACID functions.

Further research is needed to test and evaluate the practical implementation of automatic
classification techniques in real operational environments, as well as identify possible obstacles
and challenges.
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In addition, testing and evaluating practical implementation of automated classification tech-
niques in real operational environments, as well as identifying barriers and challenges that may arise,
are also important steps to direct future research in this area. Thus, future research is expected
to make a significant contribution in developing SQL query classification techniques in NoSQL
databases to support increasingly complex requirements in the smart city management context.
Looking forward, several avenues for future research can build upon the findings of this study. One
promising direction involves expanding the scope of research to include a broader variety of NoSQL
databases and complex SQL query types. This could provide a more comprehensive understanding
of the effectiveness of automatic classification techniques across different NoSQL environments.
Additionally, future studies could focus on improving the quality and representativeness of training
data used in SQL query classification by employing advanced data processing techniques. Another
important area for exploration is the development of more sophisticated and adaptive classification
models that can better handle the challenges associated with complex query classification, including
those that involve triggers and ACID functionalities. Practical implementation and testing of these
automatic classification techniques in real-world operational environments will also be crucial for
identifying potential obstacles and refining these methodologies. By addressing these areas, future
research can significantly enhance the efficiency and accuracy of SQL query processing in NoSQL
databases, contributing to more robust and scalable data management solutions.
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