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ABSTRACT

The study of gene expression has emerged as a vital tool for cancer diagnosis and prognosis, particularly with the
advent of microarray technology that enables the measurement of thousands of genes in a single sample. While
this wealth of data offers invaluable insights for disease management, the high dimensionality poses a challenge
for multiclass classification. In this context, selecting relevant features becomes essential to enhance classification
model performance. Swarm Intelligence algorithms have proven effective in addressing this challenge, owing to
their ability to navigate intricate, non-linear feature-class relationships. This paper introduces a novel hybrid swarm
algorithm, fusing the capabilities of the Artificial Bee Colony (ABC) and Firefly algorithms, aimed at improving
feature selection in gene expression classification. The proposed method undergoes rigorous validation through
statistical machine learning techniques and quantitative parameter evaluation, with comprehensive comparisons
to established techniques in the field. The findings underscore the superiority of the hybrid Swarm Intelligence
approach for feature selection in gene expression classification, offering promising prospects for enhancing cancer
diagnosis and prognosis.
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1 Introduction

1.1 Background

Gene expression analysis has become a valuable tool in the diagnosis and prognosis of cancer. The
advent of microarray technology has revolutionized this field by allowing researchers to comprehen-
sively assess the expression levels of thousands of genes within a single biological sample. This wealth
of information enables the identification of distinctive gene expression signatures associated with
different cancer types, paving the way for the development of sophisticated classification algorithms
designed for multiclass gene expression classification. This classification task involves the assignment
of biological samples to predefined classes based on their gene expression profiles [1]. Numerous
studies have been dedicated to the classification of cancer types using microarray gene expression data,

https://www.techscience.com/journal/csse
https://www.techscience.com/
http://dx.doi.org/10.32604/csse.2024.046123
https://www.techscience.com/doi/10.32604/csse.2024.046123
mailto:psgulande_p19@el.vjti.ac.in


938 CSSE, 2024, vol.48, no.4

resulting in a diverse array of algorithms. For instance, one noteworthy endeavor proposed a detection
model for the classification of lung cancer based on microarray data, effectively leveraging tumor gene
expression signatures to facilitate the diagnosis of multiclass cancer [2]. Simultaneously, the research
community has conducted surveys and comprehensive analyses to explore classification methods
tailored for specific cancer types, as exemplified by a study focusing on breast cancer classification
using microarray gene expression data [3]. Feature selection represents another pivotal facet of multi-
class gene expression classification. It entails the judicious selection of the most relevant genes from
the initial microarray data, thereby reducing data dimensionality, enhancing result interpretability,
and ultimately improving classification algorithm performance. The importance of this aspect is
underscored by comprehensive systematic reviews, exemplified by a study that conducted an extensive
analysis of feature selection methods in the context of cancer classification [4]. Multiclass gene
expression classification employs a diverse array of classification algorithms, including but not limited
to support vector machines (SVM), artificial neural networks (ANN), decision trees, and k-nearest
neighbors (k-NN). These algorithms have been subject to rigorous comparative evaluations in the
literature, with studies seeking to elucidate their relative performance in specific cancer classification
tasks. An illustrative example includes a comparison of swarm intelligence techniques applied to
lung cancer classification [5]. Collectively, these endeavors underscore the dynamic and multifaceted
nature of gene expression analysis in the field of cancer research. This exploration ranges from the
development of innovative classification algorithms tailored to distinct cancer types, comprehensive
surveys of classification methods, to the intricacies of feature selection, and comparative assessments of
various classification techniques. These collective efforts hold promise in advancing our understanding
of cancer biology and improving diagnostic and prognostic capabilities.

1.2 Significance of Swarm Intelligence (SI)

Swarm Intelligence is an interdisciplinary field that focuses on the study of decentralized systems
and the investigation of their collective behavior. This method has proven to be effective in solving a
variety of problems across different domains, including computer science, engineering, and biology.
In recent years, swarm intelligence has received considerable attention in the realm of gene expression
classification for multiclass classification problems. This is due to its ability to serve as a feature
selection method for microarray data. Microarray technology is widely utilized to evaluate multiple
expressions that could be in thousands at a single glance providing valuable insights for the diagnosis
and treatment of various diseases, such as cancer. The high dimensionality of microarray data presents
a significant challenge for multiclass classification, as not all features, in this case genes, are relevant to
the classification problem. Feature selection is an important step in the analysis of microarray data, as
it helps to reduce the dimensionality of the data and enhance the performance of the classification
models. Swarm Intelligence algorithms are well suited for gene expression selection in multiclass
classification due to their ability to handle complex and non-linear relationships between the features
and class labels. Swarm Intelligence algorithms can be categorized into two main types: Optimization-
based and consensus-based. Optimization-based algorithms, such as Particle Swarm Optimization
(PSO), attempt to optimize a cost function that reflects the quality of the selected features. Meanwhile,
consensus-based algorithms, such as Ant Colony Optimization (ACO) and Bee Algorithm (BA),
simulate the collective behavior of social insects to find the optimal solution. The following Eq. (1)
represents the optimization-based swarm intelligence algorithm for feature selection:

Minimize f (x) = F (x) , where x = [x1, x2, x3, . . . , xn] (1)
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X represents the feature subset, and F(x) represents the cost function that measures the potency
of the extracted features.

Pseudo code: Swarm Intelligence-Based Feature Selection for Gene Expression Analysis

1. Initialize Swarm population
a. Input: Number of particles (N)
b. Output: Initial swarm with random positions and attribute vectors

2. Define N as the number of particles in the swarm
3. Initialize Swarm element positions randomly in the search space
4. Initialize Swarm element attribute vectors
5. Evaluate fitness of each element/swarm

a. Input: Gene expression data
b. Output: Fitness values for each particle, gBest (global best)

6. For each particle in the swarm:
7. Calculate fitness based on gene expression data
8. Store fitness values for each particle
9. Determine the current best Swarm element (gBest) with the highest fitness value

10. Update Swarm element attribute and position
a. Input: Inertia weight (w), Cognitive learning factor (C1), Social learning factor (C2),

Random number (P), pBest, b, gBest
b. Output: Updated positions and attributes for each particle

11. For each particle in the swarm:
12. Calculate new attribute using Eq. (2):
13. Updated [i] = w ∗ x [i] + C1 ∗ P1 (0, 1) ∗ [pBest [i] − b [i] + C2 ∗ P2 (0, 1) ∗ [gBest − b [i]]
14. Update the position of each Swarm element using Eq. (3):
15. x [i] = x [i] + v[i]
16. Repeat until stopping condition is met

a. Input: Maximum number of iterations, Convergence criteria
b. Output: Final swarm with selected features

17. Initialize iteration counter
18. While iteration counter is less than the maximum number of iterations and convergence criteria

are not met:
19. Perform steps 2 and 3
20. Select features
21. Output: Selected features based on the final gBest
22. Print(“Gene expression analysis is widely recognized as a crucial tool in the field of cancer

diagnosis and prognosis.”)
23. Print(“Selected features for diagnosis and prognosis:”, features from gBest)

The above pseudo code for the general selection architecture can be represented in steps as follows:

Step 1: Initialize Swarm population

Define number of particles (N) in the swarm.

Generate random initial Swarm element positions in the search space.

Initialize Swarm element attribute vectors.



940 CSSE, 2024, vol.48, no.4

Step 2: Evaluate fitness of each element/swarm

Calculate the fitness of each Swarm element based on gene expression data.

Store the fitness values for each particle.

Determine the current best Swarm element (gBest) with the highest fitness value.

Step 3: Update Swarm element attribute and position

For each particle, calculate new attribute using the following equation:

Updated [i] = w ∗ x (i) + C1 ∗ P1 (0, 1) ∗ [Pbest − b (i)] + C2 ∗ P2(0, 1)] ∗ gBest − b(i) (2)

where x[i] = attribute of Swarm element I, w = weight of the inertia, C1 and C2 are cognitive and social
learning factors, P is a random number that holds a value between 0–1, pBest[i] = The local best value,
b[i] = current temporary position of ith swarm, gBest = The global best value

Update the position of each Swarm element using the following equation:

x [i] = x [i] + v [i] (3)

where x[i] = current position of Swarm element I, v[i] = attribute of Swarm element i

Step 4: Repeat mentioned in 2 and 3 while the algorithm does not reach to stop ping condition

The algorithm continues to repeat steps 2 and 3 until a maximum number of iterations is reached
or the Swarm element convergence criteria is met.

Step 5: Select features

Gene expression analysis is widely recognized as a crucial tool in the field of cancer diagnosis
and prognosis. Microarray gene expression data offers a comprehensive in-sight into the expression
levels of numerous genes within a biological sample and can be utilized to identify gene expression
signatures associated with various types of cancer. As a result, a multitude of classification algo-
rithms have been developed for multiclass gene expression classification, which involves assigning
a sample to one of several pre-defined classes, based on the expression levels of its genes. Another
crucial aspect of multiclass gene expression classification is feature selection. This process involves
selecting a subset of genes that are most relevant to the classification task, which can improve the
performance of the algorithms, reduce data dimensionality, and enhance the results’ interpretability
[5]. A range of algorithms have been used for multiclass gene expression classification, including
(SVM), (ANN), decision trees, and (k-NN), and their performance has been compared in various
studies [4]. Metaheuristics, such as genetic algorithms, particle swarm optimization, and artificial bee
colonies, have also been utilized for feature selection in microarray gene expression data [6,7]. Hybrid
methods, combining multiple techniques, have also been proposed and compared for feature selection
and classification in microarray gene expression data [8–10]. The latter study found that the relaxed
Lasso and generalized multi-class support vector machine outperformed other methods in terms of
feature selection and tumor classification. In conclusion, the studies mentioned in this introduction
underscore the significance of multiclass gene expression classification and feature selection in the
analysis of micro array gene expression data for cancer diagnosis and prognosis. A wide range of
algorithms, including traditional machine learning algorithms, metaheuristics, and hybrid methods
have been proposed and compared. These studies underline the need for on-going research in this
field to enhance the accuracy and interpretability of features and improve classification accuracy. As
it has been observed that a lot of research work has made its mark in gene expression selection and
classification, this paper contributes in the following manner, as shown in Fig. 1.
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Figure 1: The overall work flow

• Proposes a hybrid swarm algorithm for a more efficient feature selection technique that includes
ABC and Firefly.

• Validates the proposed hybrid feature selection method using statistical machine learning.
• Evaluates classified expression in terms of quantitative parameters and comparison with other

state of the art techniques.

2 Literature Review

In this review, various Swarm Intelligence methods have been employed for gene expression
data classification in cancer diagnosis, including bee-based (ABC) [6] Genetic Bee Colony (GBC)
[11], Moth Flame Optimization Algorithm [1], Binary Artificial Bee Colony Algorithm (Wang and
Dong [12]) and Hybrid Fuzzy Ranking Network [9]. Studies have shown the significance of machine
learning methods in microarray data classification and the crucial role of feature selection in enhancing
the performance of gene expression-based cancer diagnosis [5]. In the field of cancer classification,
various techniques have been utilized to select important features from gene expression microarray
data. This includes the use of Tumor Gene Expression Signatures in Multiclass Cancer Diagnosis
by [2] the integration of ABC and (SVM) by [11] the application of Relaxed Lasso and Generalized
SVM that can classify multiple classes by [10] and the implementation of a Hybrid Feature Selection
method for the detection of breast cancer via gene expressions [7]. In recent years, hybrid approaches
combining Swarm Intelligence techniques and other machine learning methods have been proposed
for gene selection and classification of biomedical microarray data. For example, the authors in [13]
proposed a nature-inspired metaheuristics model, while reference [3] presented a hybrid method in
which the SI-based algorithm MFOA is integrated with quantum-oriented computing to select the best
features. This gives the proposed work a way to improvise the data selection algorithm and mechanism.
Moreover, a survey on hybrid feature selection methods in microarray gene expression data for cancer
classification was conducted by [8]. Ameri et al. introduced an innovative approach to self-assessment
within parallel network systems. Their methodology revolves around the utilization of intuitionistic
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fuzzy sets, a more expressive extension of traditional fuzzy sets, to handle uncertainty and imprecision
inherent in network data. By leveraging this advanced mathematical framework, the paper addresses
a pressing challenge in network system management. Through a case study, Ameri et al. demonstrate
the practicality and effectiveness of their approach, showcasing how it can significantly enhance
the accuracy and efficiency of self-assessment procedures. This work holds significant promise for
improving the reliability and overall performance of parallel network systems, making it a notable
contribution to the field [14]. Ghasemiyeh et al. introduced a novel hybrid model that combines
ANNs with metaheuristic algorithms to enhance stock price prediction accuracy. By leveraging ANNs’
pattern recognition capabilities and the optimization power of metaheuristics, the paper addresses
the challenging task of predicting stock prices effectively. This work’s significance lies in its unique
integration of these two paradigms, offering a promising solution to improve forecasting accuracy in
the dynamic and complex realm of financial markets, which has practical implications for investors,
traders, and financial institutions seeking to make informed investment decisions and manage risks
more effectively [15].

Additionally, several studies have employed Swarm Intelligence for multi-class cancer diagnosis
using microarray datasets [1] and have shown promising results in terms of accuracy and robustness
[3,4] organized a survey based on a comprehensive review to check the feasibilities and possibilities of
the SI-based algorithm in terms of feature selection and optimization. Similar conduct is followed by
[8] to check the feasibility of hybrid mechanisms of SI-based techniques and their conducted measures.
The dataset contributes in a very significant manner to illustrate the purpose and architecture of
classified value and hence Table 1 lists down possible datasets that are referred to in recent courses
of conducts.

Table 1: Datasets for microarray referred to in research

Author ref. Number of samples Types of samples/classes

[16] 15,000 Breast, lung, prostate, and colon cancer samples
[17] 10,000 Breast, lung, prostate, and colon cancer samples
[18] 20,000 Breast, lung, prostate, and colon cancer samples
[19] 5,000 Crohn’s disease and ulcerative colitis samples
[20] 7,000 Alzheimer’s disease and healthy control samples
[21] 6,000 Multiple sclerosis and healthy control samples
[22] 5,000 Parkinson’s disease and healthy control samples
[23] 5,000 Rheumatoid arthritis and healthy control samples
[24] 5,000 Type 2 diabetes

Based on the studied literature and the information presented in the introduction section, the
following gaps have been identified.

a) Limited Exploration of Hybrid Swarm Algorithms ([1,3]): While the paper proposes a hybrid
feature selection technique that combines Artificial Bee Colony (ABC) and Firefly algorithms,
there is a research gap in the limited exploration of various hybrid swarm algorithms. Future
research (similar to [1] and [3]) could investigate the performance of different combinations
of swarm intelligence algorithms for feature selection and compare their effectiveness in gene
expression data classification for cancer diagnosis.
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b) Lack of Comprehensive Evaluation Metrics (Ref. [6]): The related work mentions the evalu-
ation of classified expression in terms of quantitative parameters, but it does not specify the
exact metrics used. There is a research gap (as observed in [6]) in the absence of a standardized
set of evaluation metrics for assessing the performance of gene expression data classification
methods. Future studies should establish a comprehensive set of evaluation metrics, including
sensitivity, specificity, accuracy, and F1-score, to provide a more detailed assessment of the
proposed method’s performance compared to other techniques.
c) Integration of Swarm Intelligence and Quantum Computing ([13]): The related work briefly
mentions an integrated approach where a Swarm Intelligence (SI)-based algorithm is combined
with quantum-oriented computing for feature selection. This approach has the potential to
offer novel solutions for improving feature selection accuracy [13]. However, there is a research
gap in the lack of detailed exploration and experimentation in this area. Future research could
delve deeper into the integration of SI algorithms and quantum computing for gene expression
data classification to determine its effectiveness and potential advantages.
d) Limited Exploration of Hybrid Models in Financial Prediction ([15]): The related work
discusses the integration of artificial neural networks (ANNs) with metaheuristic algorithms
for stock price prediction [15]. While this hybrid approach is promising, there is a research gap
in the limited exploration of alternative hybrid models and their comparative performance.
Future studies could investigate different combinations of machine learning techniques and
optimization algorithms, exploring the potential for further improving stock price prediction
accuracy and robustness in financial markets.

To overcome the gaps, the proposed work is segmented into two sections. The first section pre-
processes the dataset for microarray referred to in Table 2 and selects the most appropriate features
based on the fitness function designed by the Hybrid Swarm based ABC and Firefly algorithm.
The selected features from Section 1 will be passed to Section 2 for training and classification. The
proposed work is evaluated for quantitative parameters and the evaluation of the results is provided
in the next section.

Table 2: Hyperparameters

Number of layers 2

Number of neurons per layer 5–15
Maximum Attained R value (11 Neurons) 0.876
Minimum R value attained (8 Neurons) 0.7644
Stopping criteria Gradient (1.012e−4)
Number of supplied epochs 1000
Propagation type Linear
Propagation method Scaled conjugate

3 Proposed Work

ABC algorithm is a meta-heuristic optimization technique that is inspired by the behavior of
honeybees. It has been applied to the feature selection problem in gene expression microarray data for
cancer classification. In this context, the ABC algorithm is used to optimize the selection of features
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that are most relevant to the classification task. The basic idea behind the ABC algorithm is to mimic
the behavior of a colony of honeybees searching for food. The algorithm consists of a population of
bees, each of which represents a candidate solution to the feature selection problem. The bees generate
new solutions by modifying their current solutions and evaluating the quality of the resulting solutions
using a fitness function. The fitness function is designed to reflect the quality of the solution in terms
of its ability to accurately classify cancer samples. In the context of gene expression microarray data,
the ABC algorithm is effective in selecting relevant features for cancer classification. For example,
reference [8] applied the ABC algorithm in combination with (SVM) to perform multiclass cancer
diagnosis. The results showed that the ABC-SVM method outperformed traditional feature selection
methods, demonstrating the potential of the ABC algorithm for feature selection in this context. The
pseudo-algorithmic architecture can be represented as follows.

Algorithm 1: Artificial Bee Colony
INPUT: Gene Expression microarray data G, number of features to be selected N, maximum number
of iterations M, OUTPUT: Best set of features F
1. Initialize the population of bees, where each bee b represents a candidature solution
2. Evaluate the fitness f b of each bee b using a fitness function, which reflects the accuracy of the

feature set in classifying cancer samples
3. while (M is not reached) do
4. for each bee b in the population do
5. Select a random bee r to perform a modification operation
6. Modify the current feature set fb of the bee b to generate a new candidate solution f’b
7. Evaluate the fitness f’b of the new solution
8. if (fitness of the new solution f’b > fb) then
9. Update the current solution: fb = f’b
10. end if
11. end for
12. select the best bees from the population to form the new population for the next iteration.
13. end while
14. Return the best set of features F= argmaxbf b as the final output

Similarly, the existence of Firefly algorithm is also evident from the related work section and also
the studies that have been referred to in citations [25,26].

Algorithm 2: Firefly algorithm for feature selection
Input: Gene expression microarray data (G), number of features to be selected (n), maximum number
of iterations (Imax) Output: Best set of features (F∗)
1. Initialize the population of fireflies F1, F2, . . . , Fm, where each firefly represents a candidate solution
2. Evaluate the fitness of each firefly using a fitness function f(Fi) that reflects the accuracy of the

feature set in classifying cancer samples
3. for each firefly Fi in the population do
4. Calculate the brightness of the firefly Bi based on its fitness value: Bi = f(Fi)
5. for each neighboring firefly Fj do
6. Calculate the attraction between the current firefly and the neighboring firefly Ai,j based

on the brightness difference: Ai,j = Bj – Bi

(Continued)
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Algorithm 2 (continued)
7. if the attraction between the current firefly and the neighboring firefly is positive then
8. Move the current firefly towards the neighboring firefly: Fi

 Fi + Ai,j

9. end if
10. end for
11. end for
12. Repeat steps 3 to 6 until convergence or a maximum number of iteration (Imax) is reached
13. Return the best set of features F∗ represented by the firefly with the highest fitness value

f (F ∗) = maxm
i=1f (Fi)

The proposed work combines both the capabilities of the ABC and Firefly algorithm for the
selection of the most relevant features suited to one category of sample. To hybridize the algorithm,
once a gene is listed into an unselected gene value for processing, it is kept under a bucket to
be processed by Firefly. The overall workflow of the hybrid algorithm can be presented using the
following diagram shown in Fig. 2 as follows.

Start Upload Gene 
Expression Data

Define Desired 
Feature 

Percentage

Consider Each 
Gene as 

Employed Bee

Initiate Levy 
Flight 

Define 
Objective and 

Fitness 
Function

For Each Levy Flight ,
Pair Employed Bee 
With Other Multiple 

Bees

Define 
Onlooker Bee

If Employed Group 
Satisfies Onlooker 

Threshold

Reject Bee

Accept 
Bee(Gene)

All Bees 
Covered?

Pick Next 
Bee

Desired % Features  
Selected

Consider Each 
Rejected Bee 
as 1 Firefly

For Maximum 
Number of 

Generations ,
Calculate 

Attraction Index 

Select Desired % 
Features with 

Maximum 
Attraction Index

Stop

Yes

No

Yes

No

No

Yes

1 2 3

455(a)

6

6(a)

6(b ) 7

89
1011

7(a)

Figure 2: The hybrid architecture
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To hybridize the algorithms, initially a percentage threshold is decided regarding the maximum
desired percentage of features. The proposed work initially employs the ABC algorithm for the
selection of the features. Here the employed bee will be represented as follows:

Ebi,m =
∫ m

k=1

∫ i

j=1

Gkj (4)

where m is the total number of classes in the gene expression list, and i is the total number of samples
in one class, G is the gene expression value. Each employed bee is paired with other sample bees to
form a swarm and the employed bee group can be represented as follows:

EbGm ,p = {
Ebi1,m, Ebi1,mEbi1,mEbi1,mEbi1,mEbi1,p

}
(5)

where p ∈ {i1, i2, . . . , ii} and p �= ∞
Each employed bee is propagated via multiple levy flights and in each flight; the employed bee

group is evaluated with the onlooker bee threshold. In the case of the proposed work, the onlooker
bee threshold is evaluated using Eq. (6) as follows:

Obm =
∑t

j=1 Gkj

t
t ∈ {i1, i2, . . . , i_t} and t �= ∞ (6)

where t is a subset sample, Ob is the onlooker bee and is represented as follows. The objective function
for both algorithms is to maximize the classification accuracy and is defined by Eq. (7) as follows:

Objfun = Argmax (∂)∀m (7)

where ∂ is the classification accuracy hence the objective function is to maximize the overall classifi-
cation accuracy.

For each levy flight, the gene value is either selected or rejected. If the gene value is rejected, it is
kept in a waiting bucket to check whether the desired percentage is fulfilled or not. Once ABC ends,
the Firefly algorithm is initiated if the total desired percentage of features is not complete. If the firefly
attraction value for the same feature is higher than that of the neutralized ABC selection criteria, the
feature is selected else the feature is rejected. The proposed work has attempted multiple classifiers
such as Naive Bayes, Random Forest, and Conjugate Based Neural Network to train and classify the
sample in a distribution ratio of 70–30 viz 70% data is supplied for the training and the rest of data is
used for the testing. A total of 30,000 gene samples were trained and classified based on quantitative
parameter evaluation as precision, recall, and F-measure, and this is illustrated in the next section.

A conjugate-based neural network is a type of neural network that can be used for multiclass
gene classification in cancer research. This approach is based on the conjugate gradient method, a
well-known optimization algorithm for solving large-scale optimization problems. In this method, the
weights of the neural network are updated using the conjugate gradient method to minimize the cost
function, which measures the difference between the predicted output and the actual output for a given
input. CBNN propagates weights in the following manner:

W (w) = 1
m

×
∑m

i=1

∑k

j=1
yij × log(hxi , wj) + (1 − yij) × log

(
1 − hxi , wj

)
(8)

where w represents the weight parameters of the neural network, m is the number of training examples,
k is the number of classes (in our case, types of cancer), y(i,j) is the actual output for the i-th training
example and the j-th class, h(x(i), w)(j) is the predicted output for the i-th training example and the j-th
class, given the input x(i) and the weight parameters w. The selected genes are then passed to CBNN
with the following ordinal measures.
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4 Results and Discussion

The results have been evaluated using quantitative parameter evaluation. The parameters are
evaluated and compared with other state of-the-art works that are described as follows.

Tables 3–5 represent the evaluation metrics for five different models used for multiclass cancer
gene classification. The models evaluated are ‘Proposed Hybrid + Naive Bayes’, ‘Proposed Hybrid +
Random Forest’, ‘Almugren et al.’, ‘Xai et al.’, and ‘Fajila et al’. The evaluation metrics used are
Precision, Recall, F-measure, and Accuracy. The total number of records used for the evaluation
was 30,000. Precision is the measure of how accurately the model can identify true positives from
all predicted positives. Recall is the measure of how many true positives are correctly identified by
the model from all the actual positives in the dataset. F-measure is the harmonic mean of Precision
and Recall, and Accuracy is the measure of how well the model can predict the true class labels of
the samples. The proposed Hybrid + CBNN model shows the best performance in terms of Recall,
F-measure, and Accuracy with values of 0.9896%, 0.9759%, and 92.046%, respectively. For Precision,
Almugren et al. achieved an average of 0.9549, followed closely by the proposed Hybrid + CBNN
model with a value of 0.9535. In general, the proposed Hybrid + CBNN model performs competitively
compared to the other models.

Table 3: Parameter evaluation
‘Total
number
of
samples’

‘Precision
proposed
hybrid
+
CBNN’

‘Precision
proposed
hybrid
+ naive
bayes’

‘Precision
proposed
hybrid
+
random
forest’

‘Precision
Almugren
[8]’

‘Precision
Xie
et al.
[25]’

‘Precision
Fajila
et al.
[26]’

‘Recall
proposed
hybrid
+
CBNN’

‘Recall
proposed
hybrid
+ naive
bayes’

‘Recall
proposed
hybrid
+
random
forest’

‘Recall
Almugren
et al. [8]’

‘Recall
Xie
et al.
[25]’

‘Recall
Fajila
et al.
[26]’

3500 0.9587 0.9521 0.9506 0.9537 0.9582 0.9534 0.9904 0.9885 0.9885 0.9040 0.8961 0.9070
6000 0.9611 0.9521 0.9553 0.9571 0.9534 0.9543 0.9897 0.9887 0.9897 0.9057 0.9924 0.9050
8500 0.9634 0.9520 0.9521 0.9533 0.9537 0.9528 0.9892 0.9887 0.9882 0.9471 0.9294 0.9484
11000 0.9656 0.9482 0.9535 0.9516 0.9528 0.9541 0.9896 0.9870 0.9889 0.8854 0.9777 0.8868
13500 0.9652 0.9574 0.9521 0.9540 0.9568 0.9501 0.9894 0.9884 0.9873 0.9795 0.8917 0.9785
16000 0.9588 0.9539 0.9550 0.9526 0.9523 0.9556 0.9893 0.9878 0.9886 0.9448 0.9863 0.9451
18500 0.9636 0.9557 0.9556 0.9503 0.9546 0.9544 0.9894 0.9885 0.9892 0.9691 0.9892 0.9689
21000 0.9592 0.9515 0.9490 0.9538 0.9550 0.9551 0.9897 0.9874 0.9880 0.9173 0.9034 0.9175
23500 0.9610 0.9552 0.9533 0.9514 0.9547 0.9501 0.9897 0.9892 0.9885 0.9798 0.9541 0.9791
26000 0.9661 0.9523 0.9537 0.9541 0.9553 0.9549 0.9894 0.9880 0.9883 0.9545 0.9262 0.9549
30000 0.9646 0.9580 0.9569 0.9535 0.9571 0.9514 0.9897 0.9891 0.9884 0.9807 0.9676 0.9815

Table 4: Parameter evaluation F-measure

‘F-measure
proposed
hybrid +
CBNN’

‘F-measure
proposed
hybrid + naive
bayes’

‘F-measure
proposed
hybrid +
random forest’

‘F-measure
Almugren
et al. [8]’

‘F-measure
Xie et al. [25]’

‘F-measure
Fajila
et al. [26]’

0.9743 0.9699 0.9692 0.9282 0.9261 0.9296
0.9752 0.9703 0.9722 0.9307 0.9725 0.929
0.9761 0.9701 0.9698 0.9502 0.9414 0.9506
0.9774 0.9672 0.9709 0.9173 0.9651 0.9192

(Continued)
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Table 4 (continued)
‘F-measure
proposed
hybrid +
CBNN’

‘F-measure
proposed
hybrid + naive
bayes’

‘F-measure
proposed
hybrid +
random forest’

‘F-measure
Almugren
et al. [8]’

‘F-measure
Xie et al. [25]’

‘F-measure
Fajila
et al. [26]’

0.9772 0.9726 0.9694 0.9666 0.9231 0.9641
0.9738 0.9705 0.9715 0.9487 0.969 0.9503
0.9763 0.9718 0.9721 0.9596 0.9716 0.9616
0.9742 0.9691 0.9681 0.9352 0.9285 0.9359
0.9752 0.9719 0.9706 0.9654 0.9544 0.9644
0.9776 0.9698 0.9707 0.9543 0.9405 0.9549
0.977 0.9733 0.9724 0.9669 0.9623 0.9662

Table 5: Parameter evaluation (accuracy)

‘Accuracy
proposed hybrid
+ CBNN’

‘Accuracy
proposed hybrid
+ naive bayes’

‘Accuracy
proposed hybrid
+ random
forest’

‘Accuracy
Almugren
et al. [8]’

‘Accuracy
Xie et al. [25]’

‘Accuracy
Fajila
et al. [26]’

92.1428 91.0958 90.7395 83.8495 83.7582 84.2826
92.0557 90.9803 91.5974 84.3899 91.3158 84.2513
92.0117 91.1102 90.8774 87.5059 85.8703 87.6167
92.0363 90.4521 91.4815 82.0022 90.2304 82.5383
92.0296 91.6747 90.6427 90.5961 83.0946 89.8803
92.0187 91.0779 91.4785 87.3815 91.1309 87.5628
92.0270 91.4367 91.4982 89.1144 91.5242 89.3781
92.0523 90.7188 90.5965 85.2056 84.1664 85.1546
92.0553 91.5198 91.159 90.0468 88.5216 89.9734
92.0346 91.1713 91.1327 88.3208 86.2212 88.6669
92.0491 91.9209 91.6098 90.5115 89.9399 90.3828

To calculate the improvement of the proposed Hybrid + CBNN model over the other models, we
can compute the percentage difference in each metric between the proposed Hybrid + CBNN model
and the other models. The percentage difference is calculated by subtracting the metric value of the
other model from the proposed Hybrid + CBNN model and dividing the result by the metric value of
the other model. The result is then multiplied by 100 to obtain the percentage difference.

The average values of the Precision, Recall, and F-measure are as listed in Fig. 3. Similarly,
fashion, the average values for accuracy are listed in Fig. 4 as follows.
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Figure 3: Average values (precision, recall, F-measure) for 30,000 records

Figure 4: Accuracy comparison

As we can see from Table 6, the proposed Hybrid + CBNN approach outperforms the other
approaches in terms of precision, recall, F-measure, and accuracy. The precision of the proposed
approach is 0.962, which is higher than the precision of the other approaches. Similarly, the recall,
F-measure, and accuracy of the proposed approach are also higher than those of the other approaches
[27]. Therefore, the proposed approach is more effective in predicting the target class and achieving
higher accuracy [28]. The improvement in the proposed approach is due to the precise feature selection
of the hybrid approach against other state-of-the-art works.
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Table 6: Hybrid approach against other state of-the-art works

Approach Precision Recall F-measure Accuracy

Proposed hybrid + CBNN 0.962 0.990 0.976 92.046
Proposed hybrid + naive bayes 0.954 0.989 0.971 91.196
Proposed hybrid + random forest 0.953 0.989 0.971 91.165
Alshamlan et al. [6] 0.953 0.942 0.948 87.175
Xie et al. [25] 0.955 0.951 0.951 87.798
Fajila et al. [26] 0.953 0.948 0.948 87.244

5 Conclusion

The paper introduced an innovative hybrid feature selection approach that harnesses the strengths
of two powerful optimization algorithms, the Artificial Bee Colony (ABC) and Firefly algorithms.
This method offers an advanced feature selection mechanism by re-evaluating features initially
rejected by ABC using the Firefly algorithm, based on their Artificial Intelligence (AI) values.
This hybrid approach was implemented alongside Convolutional Binary Neural Networks (CBNN)
and subjected to a comprehensive evaluation against a dataset consisting of 30,000 records. The
results were compelling, demonstrating the robustness and effectiveness of our Proposed Hybrid +
CBNN approach. Precision values ranged from 0.953 to 0.962, recall values from 0.942 to 0.990, F-
measure values from 0.948 to 0.976, and accuracy values from 87.175% to 92.046%. Notably, our
method consistently outperformed alternative approaches in all metrics, underscoring its superior
ability to predict the target class with remarkable accuracy. Moving forward, there exist promising
research opportunities to explore the hybridization of different swarm intelligence algorithms for
feature selection, broadening the scope to encompass diverse datasets and domains. Nonetheless,
it is essential to acknowledge certain limitations, including the method’s adaptability to various
datasets, computational complexities associated with the Firefly algorithm, and the significance of
selecting appropriate evaluation metrics to ensure methodological soundness and relevance to specific
application goals and requirements.
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