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ABSTRACT

The recent global pandemic has resulted in growth in the medical and healthcare sectors. Applications used in these
domains have become more advanced and digitally integrated. Sensor-based Internet of Things (IoT) devices are
increasing in healthcare and medical units. The emerging trend with the use of IoT devices in medical healthcare is
termed as Internet of Medical Things (IoMT). The instruments used in these healthcare units comprise various
sensors that can record patient body observations. These recorded observations are streamed across Internet-
based channels to be stored and analyzed in centralized servers. Patient diagnostics are performed based on the
information retrieved from these devices. Machine learning and artificial intelligence play a significant role in
diagnostic mechanisms and identifying diseases across observation sets. The data collected by these observation
sets are analyzed closely with the help of Artificial Neural Networks (ANN). This distributed system of devices
and servers raises privacy concerns. Blockchain is a technology that can preserve the privacy of the information
collected from devices. A blockchain is a mechanism in which information goes across various network nodes. A
centralized architecture where information flows from the sensor devices to a centralized server risks large-scale
information leak. This paper proposes a prototype and a model for collecting information and protecting the data
from intrusion. Any application that resides in the cloud and collects data from a sensor based IoT device can be
prone to intrusion. The detection occurs at an early stage and in a fraction of the time. The model uses artificial
neural networks and gets evaluated across various datasets. Improved accuracy and performance with data analyzed
at the IoT-based devices prove the efficiency of the model proposed in this study. The stability and accuracy of the
results after testing these applications make the model sustainable and acceptable across healthcare systems.
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1 Introduction

In the recent past, the Internet of Things (IoT) has gained importance in various sectors of day-
to-day living. Medical and healthcare facilities are one of the most critical industries of humanity.
IoT has entered this domain and provides various brilliant improvements. Medical data sourced from
sensor enabled IoT devices is a crucial step for medical practice [1]. In the past, there was a requirement
for a nurse to be available always to record various readings of a patient’s biological factors. Devices
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minutely observed the biometric characteristics such as heart rate, temperature, pulse rate, blood
pressure, and oxygen level with the help of human intervention [2]. More recently, devices can monitor
these vital signs, and they can make observations with the use of sensor-based devices. Study [3]
suggested a system comprised of continuously monitored wearable devices to identify the healthcare
parameters of a patient. Model streamed the information collected by these wearable devices for
analysis at a remote site. This information was sent from the devices and made available for a doctor’s
timely analysis of critical conditions. The study comprised a combination of devices limited to a
specific biometric factor recognition. Another study [4] suggested architecture to minimize the number
of visits by a doctor to a site near the patient. The health parameters considered were controlled
with this system’s help, and the plan is simple and efficient. Observations calculated that the system
saved approximately 56.9% of energy consumption as per the observations. The system’s contribution
was using sensor-based mechanisms and green computing supported by IoT communications. It
enhanced the throughput, and the outcome of the system was excellent. The performance of the system
parameters considered by the doctors helped diagnose and treat a patient. The big data collected with
the help of Information Systems replicates across various cloud servers. These cloud servers accept
data from multiple sensor-based devices in the form of specialized data packets.

The system proposed in this study contains the following entities:

• An intrusion detection model that can help to protect an IoT-based healthcare system. The
suggested model expects to be a lightweight process that will take care of the minimal
resources available at the IoT device and all the edge nodes. The memory constraints and the
computational power of the small IoT devices are major factors for selecting and proposing
a lightweight model. The dataset that the model will create with the help of observations
accumulated by these IoT devices will work with an artificial neural network. It is well-known
that the information retrieved from IoT-based devices is of colossal quantity when connected to
an IoT-driven healthcare unit. Therefore, the artificial neural network can handle large datasets
easily and provides better performance.

• There are various problems associated with data failure during transmission and reception,
including privacy issues and training of the model data from the data in any healthcare
application. The proposed model comprises a cloud computing architecture integrated with an
intrusion detection system with the help of edge computing devices. The detection response
toward the information flow and intrusion will be faster in edge nodes than in traditional
network nodes. That is why the overall workload of the environment will be low. Thus, the
computation power will be on the higher side.

• The main ingredient of the proposed model is the amalgamation of Blockchain with the above-
stated sections of the model. Blockchain can maintain any poisoning attack, whether on a
model or related to data, and the concerned user’s privacy with the system’s help. Moreover,
a blockchain environment can achieve the transparency of the information along with the
distributed data modeling and training procedure successfully in a blockchain environment.

The introduction to the technology is described with reference to recent research in Section 2.
The paper continues with Section 3 on Materials and Method, providing a complete description of
the architecture proposed for this model. The methodology followed for the detection of intrusion
is also presented. Section 4, Results, provides the preprocessed and trained datasets to be used in the
model proposed in this study. A complete discussion and comparison with other proposed models are
made in this section. The section also covers results from various datasets collected across open-source
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repositories. Finally, Section 5, Conclusion, provides a detailed description of the proposed model and
the prospects related to the study.

2 Literature Review

Any distributed system that integrates devices requires the definition of a packet format for the
data that travels from the sensor to the cloud server. The central server in this kind of architecture
is a single-point failure, which is one of the most significant drawbacks of these systems. Having the
information and resources in a single place is a problem regarding data sharing and analysis [5]. As
per a study by [6], the availability of information in a centralized repository or a centralized server-
based location is more prone to data and privacy leakage. Study [7] proposed a solution for this
problem that uses blockchain technology to store information across centralized servers. The network
nodes communicating in the Blockchain will hold the information decentralized across various nodes
in a Peer-to-Peer (P2P) network. The transmission of information and transaction processing in
the blockchain network allows simultaneous storage and broadcasting of the information across
all the nodes. Cloud environments can use the consensus algorithm and smart contracts within the
Blockchain to ensure data privacy and security of critical data stored in the cloud environment. Study
[8] claimed that data resides in distributed nodes across the distributed ledger in the Blockchain, which
solves the privacy leakage problem arising from a centralized repository or server. Amongst various
vital factors provided by the blockchain network, security, privacy, and the decentralization of the
information are the most beneficial ones. It is critical in healthcare settings, with observations from
various sensor-based devices recording copious amounts of data.

The information received in cloud storage comprises many data bits and bytes. Storage done in the
Blockchain is safeguarded with the help of various encryption keys to ensure the safety of user identity.
Study [9] supported privacy preservation for multiple patients’ medical records across a blockchain
network. The tampering of the information gets minimized in this case. The analysis of the system
that the author proposed ensured that the system had well-preserved security in association with the
fewest errors, a low ratio for data loss, less time for the generation of data packets, and maintenance of
transparency of the information [10]. Preparing a block in any blockchain network takes the minimum
possible data handling and processing time. Many factors support the use of IoT devices in association
with blockchain technology to ensure data preservation, robustness, transparency of information,
avoidance of data breaches, and the provenance of data [11]. Various applications in the healthcare
industry run with a blockchain-based network for security preservation and data transparency. Study
[12] suggested a system comprised of management of the data collected over the Blockchain. The
model represents the identification of data records and information management across them. Study
[13] reported a system for the management of information and patient vital biometric data. The
information collected over a remote monitoring blockchain comprises patient information with the
help of the system. Study [14] made use of a blockchain network to manage and manage the feasibility
of drug counterfeiting. These systems can work with medicinal drugs with the help of this blockchain-
based system. Study [15] proposed a fantastic system that provided contact tracing of patients and
contained the spread of diseases. The author designed the plan for any infection that flourishes in a
global pandemic like COVID-19.

Usually, healthcare services make use of IoT devices to collect information and send it to a
centralized cloud server. However, the services offered by these IoT devices can also be under threat.
The information that flows from these devices can be hacked, resulting in unethical use. IoT botnets
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are usually responsible for such issues, which raise the problem of remote access to these devices
[16,17]. The information that is available across these devices is very vulnerable to attack as well as
leakage. In addition, problems exist associated with the infringement of the information that flows
across these IoT-enabled systems [18]. Distributed denial of services and ransomware are also a class
of threats to IoT-based devices and the services offered [19]. Botnet attacks are one of the most
crucial research areas aimed at maintaining privacy and security, including authentication issues for
healthcare systems. The use of machine learning-based applications is one of the critical factors that
can reduce the chances and problems associated with this case. Machine learning-based models provide
a two-way solution for data diagnosis along with the conceptualization of maintaining the secrecy and
privacy of the system [20].

Intrusion detection and prevention of security breaches and problems like botnet attacks or
Uniform Resource Locator (URL) phishing can be controlled and handled with the help of tools
like data mining and machine learning-based models [21]. Due to the constantly available resources in
the IoT domain of applications, it is necessary to provide intrusion detection and prevention system
for IoT devices [22]. A fascinating method was proposed by [23] that comprises a barcode scanner
used to authenticate a user responsible for accessing information from a cloud server connected to an
IoT-based application. The system did a secure analysis of the information for a patient based on the
barcode. The doctor and the healthcare unit manage this data with probable diagnosis and feedback.
A machine learning model was used to train the data and the information in the cloud. Finally, the
system processed the data restored to the cloud server to provide a proper diagnosis of the patient’s
disease. Yet another unique method was proposed by [24], which used a convolutional neural network
for intrusion detection. Pattern recognition was the main feature of this system in which classification
was done based on traffic attacks. Models identify the attack pattern, and the model gets trained so
that the system can oversee such attacks and restrict unethical access to the information. Prediction of
attacks in a network based on factors like malicious operations, unauthorized access, traffic analysis,
and data probing was given by [25]. The author did a comparative study with the proposed model
compared to support vector machines, decision trees, and artificial neural network models. Compared
with all the existing models, the efficiency for detecting attacks with the proposed model’s help was
5.6% more than previously existing solutions.

The problem of latency and loss of data due to network paths and crowding are significant
problems for cloud computing applications and access [26]. Due to latency issues when communicating
via cloud computing environments, edge computing paradigms have been suggested to support IoT
applications [27,28]. The core ideology behind edge computing is to hold the data obtained from
these IoT devices at the edge of the network rather than in the core network. Cloud computing-
based applications communicate the data from the IoT device and then access the information over
the traditional web. The data is processed at the edge device and submitted to the cloud server [29].
It improves data access performance and enhances the processing capability’s quality across a cloud
computing environment [30]. This combination of edge network and the cloud computing application
is assumed to perform better than traditional architecture.

Researchers deployed various intrusion detection and prevention systems proposed by several
researchers in a cloud environment. Still, they could not support the security requirement for real-
time data monitoring from different healthcare devices. The potential loss of information occurs in
an environment where intrusion detection occurs but with a time delay. The vulnerability of a data
breach and IoT device tampering is likely in cases where there is a delay in detecting unauthorized or
unethical access [31]. The training of a data model happens after the classified data gets uploaded to
the cloud environment. But the transfer of this information may affect the integrity of the data. In such
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cases, intrusion detection can be time-consuming based on multimedia data collection. Guaranteed
verification of text or videos is costly in terms of time [32]. The model can compromise the security of
the healthcare unit because of such issues. Therefore, intrusion detection and prevention are necessary
for the hour. Various real-world problems were solved with the help of techniques like deep learning
as well as machine learning.

The contributions of these technologies are remarkable; however, they have several issues. Study
[33] suggested an impressive way for data collected by a smart device to be trained and overseen by
itself. Centralized learning will regulate the data, or edge devices will process the information at the
edge layer on the edge device. Finally, once the information is processed, it will transfer to the server
in the form of updates. The model’s training will be a continuous repository-based process that will
execute across all the edge devices connecting to this application. All the updates and collection of
trained model data will get broadcast to all the devices across the network. It ensures the privacy of
the data processed at an edge level and reduces the chances of a data breach. Study [34] suggested
yet another deep neural network model for evaluating the data sets and proposed an algorithm
responsible for having a remarkably high detection rate. The algorithm presented here reduces the
overhead needed for identifying unauthorized access. The use of logistic regression and the artificial
neural network to preserve data integrity and privacy of an individual’s healthcare information was
proposed by [35]. However, the model proposed by the author needed to be improved compared to
an artificial neural network. Digitization of medical data is one of the most crucial factors required
for the global availability of data sets. However, Study [36] suggested that the centralized repository
and concentration of the datasets are optional. The author said that sensitive information could have
various issues in centralized server-based systems. The author also suggested that multiple attacks,
like data poisoning, can lead to enormous challenges. There are chances that private data can be
compromised [37]. Data poisoning is when an attacker introduces malicious data to an existing data
packet. This additional data will hinder and change the training data set, resulting in unexpected
results. A similar representation was presented by [38], which proved the poisoning parameters for the
training dataset. Study [39] suggested that the poisoning of a dataset can be managed and managed
with various techniques; however, the poisoning of the data model is indeed more dangerous in
comparison. A probable solution was proposed by [40] in which data poisoning takes place. The private
data gets replicated as a clone in the cloud. After the leading training of the dataset was completed
yielding a poisoned model, the clone from the cloud application replaced the dataset. The global model
remains unaffected despite the model poisoning. It is also worth mentioning that the data also remains
private and safe.

There have been various models and proposed architectures that can avoid the problem of
poisoning attacks. Poisoning can reduce the model’s performance by providing multiple updates
towards poisoning in the algorithm. The main task for the model can be hindered and may face
consequences, as per the author. The amalgamation of various new technologies like encryption
and Blockchain can provide a better solution to the problem associated with the models. Study [41]
recommended an imposing model that used blockchain technology and a deep learning framework.
The proposed solution oversees various cyber-attacks expected in a cloud environment application.
The framework that the author proposed yielded better performance against poisoning attacks. As per
the expectation, the system also safeguarded the privacy of the information in the proposed model.
The transaction of the information preserves the security of the data. It also manages the integrity of
the information with the help of Blockchain. The model aggregation and the protection of IoT security
across various systems will be helpful in healthcare units.
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3 Materials and Methods

3.1 Proposed Concept

Various models have been proposed concerning this topic. One model [42] comprised various
layers responsible for different tasks. Yet another exciting model [43] comprised a system responsible
for detecting an intrusion at edge nodes. Finally, the edge computing layer manages the entire system’s
security and privacy. Fig. 1 below represents the intrusion detection logic at the edge layers. The
layered architecture and a comparison of the proposed model with previously benchmarked models
are presented in the subsequent figures. The layers taken into consideration are the business, edge, and
IoT connectivity layers (healthcare layer). The system proposed in this study comprises of machine
learning-oriented model which exchanges the vital information of a patient’s biometric data with the
help of smart contracts in the Blockchain.

Figure 1: Edge layer detection for ANN-based intrusion detection

The data is first analyzed for diagnosis with the help of a machine learning (ML) algorithm. The
system proposed by [13,43] needs to address security parameters and the issues for intrusion detection
or prevention. The centralized server-based application makes it difficult and more prone to poisoning
attacks. The models above do not discuss single points of failure and the risks of compromising
critical medical information when sending data to the centralized server. There needs to be a precise
specification about various layers, and the system’s security across these layers in the architecture
proposed [43]. However, using edge layer devices resolves the problems inherent in the centralized
server-based approach by removing the single-point failure and the risk of poisoning attacks. The
architecture for the proposed study is shown in Fig. 2 below:
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Figure 2: Proposed architecture for the intrusion detection system with ANN edge device

The architecture proposed in this study addresses the anomalies of previous models proposed by
other researchers. The most frequent problem identified was the risk of a poisoning attack and the
problems associated with single-point failure. The cloud application resides as a centralized system
responsible for analyzing and diagnosing the information uploaded. The application is responsible
for sending updated copies of weights to all the edge nodes. Once the nodes get updated, the cloud will
do the data analysis at every edge level with the help of the new rules pushed by the cloud application.
The final data created will be appended to the Blockchain with the help of smart contracts. The layered
architecture proposed under this model is described below:
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• Healthcare layer: the initial and foremost layer comprises all the IoT devices connected to
provide the data from various healthcare units. The patient’s health monitoring is done with the
help of these devices that continuously stream information across the edge nodes. In addition,
the edge-connected nodes safeguard against the problems of the centralized server network
architectures used across other applications.

• Edge layers: the IoT-enabled devices are connected to the edge gateways. All the gateways
comprise certain sensing devices capable of monitoring the biometric information of a patient.
These devices do not connect with the global protocol, instead using their communication
methods. The gateway is responsible for managing the data released from individual IoT devices.
The observations collected by these edge devices are sent to the edge server, where they are
analyzed for intrusion. The normalization of the data is done with the help of artificial neural
networks at these points. The training of the model is done initially at the edge devices. Thus, it
becomes simpler to identify whether any attack happens across the data packets. The tracking is
done at the edge layer as soon as the data block is released from the gateway. Since the data at the
initial level is protected, the detection time for any intrusion attack gets reduced. Thus, in this
case, the resources will be safe, and the system will not compromise privacy for any data going
from edge devices to the cloud. Another requirement is to work with the resources available at
the edge for managing the information. IoT and server or computing devices are not required
to check and address the issues at the macro level. Once the module gets trained, the ledger
will add the final data collection resulting from the intrusion check to a distributed ledger in
the Blockchain. The cryptographic functions which connect the Blockchain are responsible for
managing any changes or manipulations done with the data. This mechanism shields the data
from undetected poisoning attacks, which, if they occur, will be tracked immediately. The overall
system architecture is described above in Fig. 2. Once the data gets collected from all the devices
connected at the edge layer, the complete dataset gets encrypted with the help of cryptographic
techniques and hash functions. The intelligent contracts verify that the data packets from valid
sources reach valid destinations. Upon receipt of any data packet at the destination, a reverse
procedure is performed to retrieve the original data. The prototype model constructed in this
study deploys a hyper ledger fabric blockchain at a local network for testing purposes. This
hypothetical Blockchain reflects the identification of the smart contracts exchanged between
two parties regulated with an encrypted cryptographic identity.

• Business intelligence layer: this layer is responsible for managing information and analyzing the
data by providing proper reports and mechanisms to keep a check on the data. With the help of
smart contracts, the exchange of information is also managed by this layer, where transaction
management takes place. All the business logic for updating the weights in the Blockchain takes
place in this layer. This layer is one of the most important parts of the proposed model due to the
availability of machine-learning algorithms. The model will use the data analyzed in this layer
for patient diagnosis and disease identification. This layer is also responsible for identifying if
there is any flaw between the various peer nodes.

The proposed algorithm below represents the working schema for the incoming data packets and
the logic for checking intrusion. The rules specified in the ML schema will update the edge nodes based
on their detection results. All the nodes in the Blockchain will undergo this procedure, and once there
is no detection of intrusion, the ML rules are updated, and smart contracts are exchanged between
the edge server and blockchain nodes.
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Algorithm:
Input: nN is the number of nodes at the; Gr is the global value of the round off; c is the local values
of the epoch; Bs = batch size; Eg = edge gateway number; nEg = size of data partition at the node of
the edge gateway device; and Lr is the rate at which the system understands.
Output: the improved value of the weight at the machine learning algorithm for intrusion management
1: edgeServer (): //Procedure
2: weight = 0
3: nN = First blockchain node //Node initialization
4: nN -> Connect to Blockchain
5: for (all EdgeNode: in c) do
6: nN = nN + 1
7: nN = c + 1 //Accessing all nodes
8: nN = access all nodes for Hash check in the Blockchain
9: nN = connect to destination IP
10: end for loop
11: nN: sends first weight
12: for (all Gr : in nN), do
13: for (all nN : Blockchain), do
14: edgeServer (nN)
15: Wf = Wi + W0
16: end for Loop
17: Wf = Sum (all Wi)
18: end for loop
19: end Procedure edgeServer ()
20: edgeServer (nN, Wf)
21: Bs <- Split Node data for nN //nth node data split
22: for (all nodes : c), do
23: Wc = W–Lr ∗ F(Wi) //update local weights in backpropagation
24: end for loop
25: nN Publish local weight to the Blockchain
26: nN -> Smart_contract_exchange ()
27: update blockchain with nN across all P2P nodes

Fig. 3 presents the various activities in the proposed architecture. At the initial layer, the medical
IoT units send information or biometric data of a patient to the edge gateway devices. These devices
have restricted computational resources but can store a predefined dataset. Data training takes place
at the edge level, and intrusion detection is performed simultaneously with the help of the machine
learning model, which is trained to identify any intrusion. The detection rules get modified with
the help of weights available inside the perceptron result. The rules must be reflected and updated
across the network whenever a new intrusion is detected. Once the rules are updated, and intrusion
is not found, the data that the edge devices have collected are collectively sent to the hyper ledger for
the Blockchain. At the blockchain level, the smart contracts exchange takes place between the edge
devices and the chain nodes. Once the devices are identified to be authentic and the exchange hash
function results in proper authentication, the final authorization takes place. After the final approval,
the information is updated in the blockchain nodes. Across the P2P network, data is broadcasted to
the decentralized nodes. Once the nodes are updated, the data is finally sent to the cloud-based server.
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The application takes control of the data and is finally saved inside the main centralized database. The
data saved in this location is now available for analysis and reporting via the business logic. At this
level, the data of the patient is visible to the healthcare units, including the hospital and doctor, along
with the patient. Once the data is updated and analyzed correctly by the doctors, a proper diagnosis of
the patient’s sickness can be made easily. The blockchain nodes contain globally shared information.

Figure 3: Activity diagram for the proposed model using blockchain for IoMT devices

In situations like pandemics, when information is required as the highest priority, these blockchain
nodes can function as the fastest means of transport of information across the globe. In this way,
the information moves on to the next level and can be used for dashboard entries across various
applications. Once the memory update is committed, the IoT-based healthcare units’ data flow back
to the edge-level devices. At the network layer, these devices check for intrusion based on the machine
learning rules that are updated inside the memory of the edge device. Once these devices receive
information about intrusion detection, the data is immediately blocked and is not replicated across
the blockchain nodes. Successful intrusion could result in errors like poisoning attacks. The detection
mechanism ensures that the network will stop any changes in the data blocks at any level. The detection
rules are based on the machine learning algorithm that runs with the help of an artificial neural
network-based training model. The perceptron training assures that the data packet has the correct
information. Any symptom of intrusion that takes place against the rules is immediately tracked. Data
packets without issues are forwarded to the next level in the blockchain. Secrecy in the blockchain
network is maintained with the help of smart contracts. The two parties contributing to the sharing
and exchanging of information are called peers in the blockchain network. The peers belong to a
particular channel in which the transmission of information takes place. The channel is responsible
for overseeing the entries and transactions in the hyper ledger for the Blockchain. Inside the channel,
the secure cryptographic key exchange takes place between the two entities responsible for exchanging
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the smart contract. The smart contract is a piece of software that authenticates the cryptographic
keys of both parties and acts as a mediator between the exchange. Once the smart keys are found
authentic, the authorization of the two parties takes place in the Blockchain. Since it is assumed to
be very safe and secure, the blockchain entities can now exchange data across the decentralized P2P
network. Various frameworks are available across the world for deploying the Blockchain. However,
for transaction-oriented blockchain models, the hyper ledger is one of the more successful frameworks.
The experimental setup for this prototype model comprises a similar type of hyper ledger for deploying
the Blockchain. The intrusion detection at the edge level takes place, and the final information, which
is clear and authentic, is shared across the P2P network with the help of the blockchain smart contract
authorization.

3.2 Intrusion Detection in the Model

The proposed architecture in this study makes use of the artificial neural network, which is a
derivative of functions associated with the biological brain of a human being [44]. The multilayer
perceptron is an efficient and commonly used elements of an artificial neural network [45]. The training
of the model in this study comprises the steps used in the backpropagation algorithm for a feedforward
network. The training is done based on the weight values calculated in Fig. 4 below. The dataset trained
with this model’s help is called the Bot-IoT dataset. The stochastic gradient descent (SGD) algorithm
is used to optimize the values in this model. The sigmoidal activation function is used to activate the
perceptrons in the multilayer neural network. Binary classification is used with a batch size of 100–
1000. The number of local nodes that were trained in this model has the local epoch value 2–10. While
evaluating the model for the proposed architecture in this study, certain assumptions were made. These
assumptions are:

• All the parameters used for training will remain constant for various partitions in the actual
dataset under consideration.

• The initial weight for all the nodes will remain the same without any variations in the values.
• Synchronous update of the values of the weights is done to all the respective nodes irrespective

of the occurrence of the node during the analysis.
• The learning rate for all the nodes is equal in all the cases.

Figure 4: Artificial neural network intrusion detection model to achieve binary classification
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The model proposed works on the Artificial Neural Network model for classification and
intrusion detection. As shown in Fig. 4 above, the inputs from various edge devices reach the edge
server. The rules for intrusion detection are available in the hidden layer. Once the data training is done,
testing of the data takes place in this hidden layer. The rules are updated just in case any intrusion is
detected. Once the information is found eligible to be committed to the Blockchain, it moves ahead,
and output goes to the blockchain node in the P2P network.

4 Results and Discussion

The proposed model is evaluated with the help of an artificial neural network using an open-source
dataset called BoT-IoT. This dataset was created in a genuine environment in a cyber-security lab at
the University of New South Wales (UNSW). The dataset was set up with the help of information
related to botnet attacks on IoT devices. More than 70 million records comprising various attributes
were collected in this dataset [46]. For the model in this study, only 5% of the total dataset values were
considered at the beginning [19]. Therefore, the results were compared with various datasets after the
initial evaluation was completed. The results for all the comparisons are shown below. System and
software characteristics used in the experiment were:

• The working environment comprised a high-end machine containing a Xeon processor with
32 GB RAM and an Nvidia GPU card.

• The analysis was done with the help of the Python programming language. Keras and PyTorch
libraries were used for machine learning. Tensor Flow was used for the engine responsible for
managing the data at the backend.

• This study used an Apple iMac with 16 GB RAM and an M1 Chip to deploy a blockchain and
exchange the smart contracts. The deployment of the hyper ledger for the local network is done
in this study, with the help of this machine, to demonstrate the prototype of the secure exchange
of data in the model.

Fig. 5 shows the experimental setup of the blockchain ledger deployment at the local test network.
The local test network contains two peers exchanging information after the smart contracts are
exchanged. The blockchain hyper ledger is deployed on a centralized server. The two entities sharing
smart contracts for data exchange are called peers. The two peers belong to the same organization.
The channel is responsible for data transfer and smart contract exchange. Once the smart contracts are
exchanged then, the blockchain data is appended to the nodes. The Fig. 5 represents that the approval
take place once the smart contracts are exchanged. Then the information is sent from one peer node
to another.

Fig. 6 presents the deployment of a blockchain test network to demonstrate the intelligent contract
exchange in the proposed model prototype. The ledger on the Blockchain is mounted in the test
network using the docker image. The peer entities are loaded and can be accessed for smart contract
exchange. The test network assures the security of channel transfer and the secure exchange of smart
contracts.
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Figure 5: Blockchain smart contract exchange across a test network for the prototype model

Figure 6: Blockchain deployment across a test network for the prototype model
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The preparation of the dataset was performed as follows:

• First, nominal features were removed from all the dataset values. This was accomplished by
dropping various columns that were not required for this study.

• All the null values were replaced with the help of the average value across cells to avoid any
missing deals.

• All the labels available in the dataset were replaced with the help of a value ranging from [0, 1]
using the scikit library.

• For better understanding, the binary classifiers were labeled 0 and 1 to indicate safe or attack,
respectively.

• The normalization of all the values having higher resultant features was done with the help of
scikit learn libraries in Python.

• The complete dataset was subdivided into five sub-datasets assumed to be data values on edge
node devices. The partitioning was completed so that every client node was able to acknowledge
intrusion or traffic anomalies.

• The testing and training division of the data was done at a scale of 80% to 20%. It was also
checked that there is no redundant value existing between the testing and the training data set.

The feature selection from the dataset was made per the study proposed by [46]. The performance
of the proposed system was enhanced with the help of the calculation of Shannon’s joint entropy. As
per the equation below:

Entropy = −
∑

x
∑

y (p (x, y) ∗ logp (x, y) (1)

The description of the features selected are:

The sequence number of the data packet = Seq

Number of inbound connections per source IP = n_Con_sIP

Number of inbound links per destination IP = n_Con_dIP

Packet clone from source to destination per second = sRate

Packet clone from destination to source per second = dRate

The minimum time taken in the records = Min

The maximum time for the records = Max

The average time is taken by the movement in the forms = Avg

The standard deviation amongst the forms = stdDev

A considerable entropy value represents randomness in the model. For all the features, the value
of Shannon entropy was calculated as given by [47]. Next, the correlation between various features
was calculated with the help of Pearson’s coefficient. The output ranges from [−1, 1], and the value
represents the degree of associativity between the features considered. A feature is ideal if it has
high entropy and low correlation values. At the next stage, information gain for all the features was
calculated with the help of the equation below:

InfoGain = Entropy (S) −
∑k

1
Pi ∗ E ( S, Qi) (2)

The value of the information gain was collectively calculated for all the features, and the results
are depicted in Fig. 7.
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Figure 7: InfoGrain for all selected features for the proposed model

The features with better values for the information gained were taken into consideration and
assessed for the suggested model. The evaluation of the model used for the detection of intrusion was
done with the help of parameters: accuracy, precision rate, detection rate, the sensitivity of the model,
specificity of the model, the value of the F1 score, and false alarm rate. A confusion matrix is created
for the evaluation of the performance of the proposed model in the study given by [48]. Equation
below represents a confusion matrix as per the equations below. This is helpful while evaluating the
performance of a model using a machine-learning approach.

Confusion Matrix =
[

TP FN
FP TN

]
(3)

TP = True Positive TN = True Negative

FP = False Positive FN = False Negative

The calculation of the various parameters used to identify the effectiveness of this proposed study
is done with the help of the following derivations given by [49] in Table 1.

Table 1: Calculation rules for the parameters used in the proposed study based on confusion matrix

Accuracy
TP + TN

TP + TN + FP + FN

Precision
TP

TP + FP

Recall
TP

TP + FN

Specificity
TN

TN + FP

F1 score
2TP

2TP + FP + FN

False alarm rate
FP

FP + FN
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The testing of the dataset was done with the help of the features and the parameters stated in
the above table. The binary classification for the model was done with the help of artificial neural
networks. The machine learning model was assessed with two strategies comprising all the features
selected in the model. The results are depicted in Table 2 below for the respective model evaluated for
all and best features.

Table 2: ANN values for all features and best feature for the proposed model

ML parameters Artificial neural network

All features Best features

Accuracy 99.98% 99.98%
False alarm 11.01% 0.1%
Precision 99.99% 99.99%
Specificity 88.87% 99.99%
Recall 99.89% 99.88%
F1 score 99.98% 99.98%

A similar study for the experiment was conducted with the help of another algorithm called
XGBoost. The results obtained from running a similar dataset with the parallel algorithm in com-
parison with the artificial neural network are depicted in Table 3.

Table 3: XGBoost values for all features and best feature for the proposed model

L parameters XG-Boost algorithm

All features Best features

Accuracy 98.40% 98.6%
False alarm 43.02% 42.18%
Precision 99.3% 99.2%
Specificity 56.89% 57.19%
Recall 99.3% 99.45%
F1 score 99.4% 99.4%

The general comparison between both algorithms reveals that the model proposed in this study is
more efficient compared with the extant model. The intrusion detection is more likely to occur with
the help of the proposed architecture in this study. The use of machine learning powers the detection
procedure and is stronger when compared with the previous algorithms suggested by various other
authors.

The Fig. 8 shows a comparison of training and testing data loss under the two algorithms.
Both algorithms performed the training on the Bot-IoT dataset. Artificial neural networks have the
tendency to learn from complex relationships for IoT applications [50]. Furthermore, this computing
paradigm can learn from the initial data irrespective of the dataset and the distribution that has been
used. The information coming from the IoT devices in healthcare units is best analyzed with the help
of this proposed model. The quick and accurate prediction system proposed in this research makes
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it suitable to be used by healthcare units. The ability of the model to identify intrusion and detect its
occurrence is self-evident from the results recorded. This model is easily deployable and manageable for
devices having limited processing capacity and low computational power. The IoT devices have smaller
memory and less processing capability but can run the prescribed model to detect any intrusion early
in the data processing and communication pipeline.

Figure 8: Training and testing loss for edge device (ANN and XGBoost algorithms) for Bot-IoT dataset

The intrusion detection model proposed in this study was initially evaluated with one dataset
only. However, to validate the model with the help of different datasets, the same machine-learning
algorithm was applied to different open-source datasets. The dataset reported in [51] comprised around
5 million records. These entries are network traffic-based details divided into four variant categories
of attacks. Around 41 distinctive features were considered in this dataset related to the basic, traffic,
and content-based information features. The dataset of [52] contained information related to network
traffic. It comprises seven botnet types that are classified into various network features. Around 80
such features are available in this dataset. The dataset of [53] contained information and logs related to
various internet-connected devices. The dataset is divided into seven botnet types for training purposes.
This dataset comprises four distinct groups that contain various features based on the type, packet size,
and behavior-oriented information. The test dataset comprises 16 botnet types, not in the training
dataset. All the datasets considered for the model validation are open source and can be downloaded
free from the referenced links.

The comparison of all the features represented in Table 4 indicates that the model proposed by
this study performs well. With the help of machine learning algorithms implemented in the Python
programming language, the average value for the training and testing loss at the edge gateway devices
was analyzed. The results received from the analysis after the application of the machine learning
algorithm were significant. Fig. 9 below compares the test and training dataset received after the
model’s training was completed.
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Table 4: Comparison of parameters using multiple datasets

Datasets CSE_CIC_IDS BotNet-IoT Bot-IoT
(10 features)

Bot-IoT
(All features)

KDD_Cup_99

Detection 0.4450 0.9990 1.0000 1.0000 0.9810
Sensitivity 0.8491 0.9452 0.9998 0.9998 0.9480
F1-score 0.5881 0.9870 0.9989 0.9998 0.9561
Specificity 0.8586 0.9995 0.9999 0.8887 0.9925
Accuracy 0.8578 0.9755 0.9999 0.9998 0.9844
Fake alarm rate 0.1450 0.0002 0.0001 0.0011 0.0068

Figure 9: Average loss of the train and test data for the proposed model using the datasets [51–53]
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5 Conclusion

In this paper, an intrusion detection mechanism was suggested for cloud-based applications that
make use of IoT devices in healthcare units. The edge gateway devices send information to a blockchain
network to ensure the secrecy and privacy of the data. Edge devices are becoming common in medical
healthcare systems. The IoT devices used in medical settings are small units having low memory and
minimal computational power. The proposed model can access information and identify any botnets.
The edge devices take responsibility for intrusion detection, and the detection rules are updated at the
edge server. Whenever an intrusion is detected at any of the edge devices, it immediately blocks the
data from the gateway. Immediately after the intrusion is detected and blocked, the rules are updated
inside the global edge server. These rules are posted to all the nodes inside the P2P network, which are
responsible for sharing information. The data packets are trained with the help of training datasets
and evaluated with the help of test datasets. For the training and testing of the model prescribed, three
different datasets were considered, and the data was analyzed. The proposed architecture is useful for
reducing intrusion and providing a mechanism that is useful for guarding against poisoning attacks.
Various blockchain networks might face the problem of poisoning. The edge devices connected to the
application server tend to upgrade the blocks across the P2P network. This ensures that the poisoning
of any data block inside the chain does not occur. The detection of intrusion or poisoning is done
with the secure cryptographic hash function. This cryptographic hash function is safe and cannot be
changed unless operated without a smart contract. The exchange of contracts takes place between
two peers after authorization with the help of the blockchain ledger. Despite the complexity of the
Blockchain, it ensures the transparency and immutable nature of the information across the distributed
and decentralized P2P network. The evaluation of the proposed model was done based on certain
parameters using the Bot-IoT dataset. The results given by the prescribed model achieve an accuracy of
99.98%. A similar model was also assessed on three different datasets. As per the results, the proposed
model gives the most accurate results in comparison with other existing models.
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