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ABSTRACT

Data mining plays a crucial role in extracting meaningful knowledge from large-scale data repositories, such as data
warehouses and databases. Association rule mining, a fundamental process in data mining, involves discovering
correlations, patterns, and causal structures within datasets. In the healthcare domain, association rules offer
valuable opportunities for building knowledge bases, enabling intelligent diagnoses, and extracting invaluable
information rapidly. This paper presents a novel approach called the Machine Learning based Association Rule
Mining and Classification for Healthcare Data Management System (MLARMC-HDMS). The MLARMC-HDMS
technique integrates classification and association rule mining (ARM) processes. Initially, the chimp optimization
algorithm-based feature selection (COAFS) technique is employed within MLARMC-HDMS to select relevant
attributes. Inspired by the foraging behavior of chimpanzees, the COA algorithm mimics their search strategy
for food. Subsequently, the classification process utilizes stochastic gradient descent with a multilayer perceptron
(SGD-MLP) model, while the Apriori algorithm determines attribute relationships. We propose a COA-based fea-
ture selection approach for medical data classification using machine learning techniques. This approach involves
selecting pertinent features from medical datasets through COA and training machine learning models using the
reduced feature set. We evaluate the performance of our approach on various medical datasets employing diverse
machine learning classifiers. Experimental results demonstrate that our proposed approach surpasses alternative
feature selection methods, achieving higher accuracy and precision rates in medical data classification tasks.
The study showcases the effectiveness and efficiency of the COA-based feature selection approach in identifying
relevant features, thereby enhancing the diagnosis and treatment of various diseases. To provide further validation,
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we conduct detailed experiments on a benchmark medical dataset, revealing the superiority of the MLARMC-
HDMS model over other methods, with a maximum accuracy of 99.75%. Therefore, this research contributes to
the advancement of feature selection techniques in medical data classification and highlights the potential for
improving healthcare outcomes through accurate and efficient data analysis. The presented MLARMC-HDMS
framework and COA-based feature selection approach offer valuable insights for researchers and practitioners
working in the field of healthcare data mining and machine learning.

KEYWORDS
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1 Introduction

Various healthcare governments broadly utilize electronic health records (EHRs) to enhance
patient care and improve the efficacy of healthcare delivery. In complicated medical atmospheres, the
EHR structure quickens clinicians’ workflow by systematizing the data management procedure [1].
When used efficiently, such EHRs enable several routine healthcare tasks and even aid in precisely
detecting illnesses. A person’s accessibility to their health reports can be enabled by EHRs [2].
Moreover, they come with a home health monitoring mechanism that enables victims to measure
and evaluate their signs daily [3]. The data distribution from the EMR mechanism can be serious
about improving the superiority of medical research. Authors utilize this data for performing an
extensive range of errands indulging data mining, like classification (estimation of diabetic presence),
query responding, clustering (risk identification), and statistical tests (diabetes association and body
mass index) [4]. Along with enhancing the objectified human services to affected persons, researchers
in health care were anticipated to benefit from incorporating electronic health records (EHRs) and
information.

After years of practice and research, the data mining method has captivated several disciplines’
outcomes and designed an exclusive study branch [5]. Certainly, the application and research of data
mining have become difficult. Data mining covers concept presentation, gradual application, concept
acceptance, extensive research and exploration, and mass implementing phases such as advancing
other novel technologies [6]. Many researchers trust that data mining research is in the phase of
comprehensive research and exploration from the present condition. Accordingly, the concept of data
mining was broadly adopted. In theory, numerous prospective and challenging queries were asked
that attracted many researchers [7]. As the idea of data mining came in the 1980s, its monetary value
appeared, and it was supported by several commercial producers, establishing an initial market.

The association rule discovers the relation among substances not found by conventional statistical
methods and artificial intelligence (AI) [8]. It has a significant study value. Simultaneously, it fulfills
people’s crucial necessity to obtain knowledge from large data storage. Now, the research organizations
of the popular varsities and the research departments of major IT companies have devoted higher
power to their research and attained several research outcomes [9]. It involves several advanced mining
methods. Users no need to have progressive statistical training and knowledge use it to dig out, which
includes sequential paradigms, classification, and several kinds of knowledge [10]. The system could
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function in several stages, and numerous database systems (like Oracle and SQL-Server) were closely
integrated.

Healthcare data mining and machine learning techniques have gained significant attention in
recent years due to their potential to extract valuable insights from large-scale medical datasets.
However, one of the key challenges in medical data analysis is the selection of relevant features
that contribute to accurate classification and diagnosis [3]. Feature selection plays a vital role in
reducing dimensionality, improving computational efficiency, and enhancing the interpretability of
machine learning models. In the context of medical data classification, the identification of pertinent
features can significantly impact the diagnosis and treatment of various diseases. Therefore, developing
effective feature selection techniques is crucial for improving healthcare outcomes and facilitating
intelligent decision-making processes [7].

In the field of healthcare data mining and machine learning, feature selection plays a critical role in
improving the accuracy and efficiency of medical data classification models. However, existing feature
selection methods often face limitations when applied to healthcare datasets, which are characterized
by a large number of features and complex relationships among them. Therefore, there is a need for an
effective and efficient feature selection approach specifically designed for medical data classification,
addressing the challenges posed by the unique characteristics of healthcare datasets. Therefore, the
problem addressed in this work is the efficient and effective selection of relevant features for medical
data classification. In the healthcare domain, datasets often contain a large number of features,
making it challenging to identify the most informative ones for accurate classification. Existing feature
selection methods in the medical domain offer a diverse range of techniques but lack a comprehensive
solution that combines high-performance feature selection with machine learning algorithms tailored
to healthcare data.

The limitations of existing feature selection methods in the healthcare domain stem from the
complexity and specificity of medical data. While these methods consider factors such as correlation
among features and the relationship with the dependent variable, they often struggle to handle the
large feature sets and fail to provide optimal feature subsets for classification tasks. Moreover, some
existing methods may not fully exploit the inherent characteristics of medical data or fail to consider
the potential impact of irrelevant or redundant features on classification accuracy.

While previous research studies have explored different approaches for feature selection in medical
data classification, there is still a need for novel techniques that can address the specific challenges in
this domain. Our research focuses on addressing this gap by proposing a novel approach called the
Machine Learning based Association Rule Mining and Classification for Healthcare Data Manage-
ment System (MLARMC-HDMS). The MLARMC-HDMS technique integrates classification and
association rule mining (ARM) processes to achieve accurate and efficient medical data analysis.
By leveraging the strengths of both classification and association rule mining, our approach aims
to enhance the identification of relevant features and improve the overall performance of medical
data classification models. Therefore, in this study, we develop a MLARMC-HDMS framework. The
presented MLARMC-HDMS technique performs both classification and ARM processes. Initially,
the MLARMC-HDMS technique employs the chimp optimization algorithm-based feature selection
(COAFS) [10] technique for attribute selection. Next, stochastic gradient descent with a multilayer per-
ceptron (SGD-MLP) model is applied for the classification process. Moreover, the Apriori algorithm
is used to determine the relationship between the attributes. To illustrate the enhanced performance
of the presented MLARMC-HDMS model, a detailed experimental validation is performed on a
benchmark medical dataset.
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So, we recognize the significance of the problem and the need for a unique and innovative
approach. Our work goes beyond automation in healthcare data management and extends to the
development of a feature selection technique that combines the power of the COA and machine
learning methods. The COA algorithm, inspired by the foraging behavior of chimpanzees, mimics
their search strategy for food to select the most relevant features from medical datasets. The selected
features are then used to train machine learning models, specifically employing SGD-MLP model
for classification. Additionally, the Apriori algorithm is utilized to determine attribute relationships
within the dataset. This combination of techniques offers a novel and effective approach to feature
selection in medical data classification, which has not been explored extensively in prior literature.

The key contributions are given as follows:

• Introducing a novel feature selection technique called the chimp optimization algorithm-based
feature selection (COAFS) technique. Inspired by the foraging behavior of chimpanzees, this
technique emulates their search strategy for food to select relevant attributes from medical
datasets. The COAFS technique offers a unique and effective approach to feature subset
selection, which contributes to the advancement of feature selection techniques in medical data
classification.

• Employing the stochastic gradient descent with a multilayer perceptron (SGD-MLP) model
for the medical data classification process. By utilizing the SGD-MLP model, we improve the
accuracy and precision rates in medical data classification tasks. This application of the SGD-
MLP model demonstrates its effectiveness and suitability for medical data analysis, particularly
in combination with the COAFS technique.

• Utilizing the Apriori algorithm to compute attribute relationships within the medical dataset.
By leveraging the Apriori algorithm, we are able to identify significant associations and patterns
among the attributes, which further enhances the interpretability and understanding of the
dataset.

• Proposing a novel feature selection approach using the COA for medical data classification.
Inspired by the foraging behavior of chimpanzees, the COA algorithm mimics their search
strategy for food, allowing it to effectively identify relevant attributes from medical datasets.

• The proposed MLARMC-HDMS approach integrates classification and association rule min-
ing processes. This integration enables the simultaneous extraction of meaningful knowledge
from medical data while performing accurate classification tasks.

• Through extensive experimentation on various medical datasets, we demonstrate that our
proposed approach surpasses alternative feature selection methods. It achieves higher accuracy
and precision rates in medical data classification tasks, showcasing the effectiveness and
efficiency of the COA-based feature selection approach.

• Our research contributes to the advancement of feature selection techniques specifically tailored
for medical data classification. By identifying relevant features through COA and training
machine learning models using the reduced feature set, our approach enhances the diagnosis
and treatment of various diseases, ultimately improving healthcare outcomes.

• Conducting detailed experiments on a benchmark medical dataset. The results reveal the
superiority of the MLARMC-HDMS model over other methods, with a maximum accuracy
of 99.75%. This highlights the practical significance and reliability of our proposed approach.

• Presenting MLARMC-HDMS framework and COA-based feature selection approach offer
valuable insights for researchers and practitioners working in the field of healthcare data mining
and machine learning. By integrating classification, association rule mining, and COA, our
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work provides a comprehensive methodology that can guide future research and practical
implementations in healthcare data analysis.

Accordingly, the motivation behind this study is to address the challenge of identifying relevant
features in large medical datasets. Medical datasets often contain a large number of features, which can
lead to a curse of dimensionality, resulting in a decrease in classification accuracy and an increase in
computational time. Therefore, feature selection is a crucial step in medical data analysis, which aims to
reduce the number of features while retaining the most informative ones. Traditional feature selection
methods, such as correlation-based and filter-based methods, have limitations in terms of accuracy and
computational efficiency. Therefore, the study aims to propose a novel approach based on the Chimp
Optimization Algorithm (COA), which is inspired by the search behavior of chimpanzees in the wild.
The COA-based feature selection approach is expected to provide a more effective and efficient way to
select relevant features from large medical datasets, leading to improved accuracy and precision rates
in medical data classification tasks. The ultimate goal of the study is to contribute to the development
of more accurate and efficient medical decision-making systems.

Consequently, our research proposes a novel approach called the COA-based feature selection
for medical data classification using machine learning techniques. This approach aims to address the
limitations of existing methods by introducing a tailored feature selection technique inspired by the
foraging behavior of chimpanzees. The COA algorithm mimics the search strategy of chimpanzees for
food, which is known for its efficiency and effectiveness in finding valuable resources. By incorporating
this behavior-inspired algorithm into feature selection, we leverage its ability to explore and identify
relevant features from medical datasets more efficiently.

Additionally, our proposed approach integrates the COA-based feature selection with machine
learning classifiers, specifically utilizing stochastic gradient descent with a multilayer perceptron
(SGD-MLP) model for classification tasks. This combination ensures that the selected features
contribute to improved accuracy and precision rates in medical data classification. By selecting
pertinent features using the COA algorithm and training machine learning models on the reduced
feature set, our approach aims to enhance the diagnosis and treatment of various diseases. Through
extensive experimental evaluations on diverse medical datasets, we demonstrate the superiority of our
proposed approach over alternative feature selection methods, achieving higher accuracy rates and
showcasing its effectiveness and efficiency in identifying relevant features. In summary, our proposed
approach addresses the limitations of existing feature selection methods in the healthcare domain by
introducing the COA algorithm as a tailored solution. By leveraging the unique foraging behavior-
inspired search strategy of chimpanzees, our approach improves feature selection efficiency and
accuracy, ultimately enhancing medical data classification and contributing to improved healthcare
outcomes.

2 Related Works

The authors in [11] focused on different proteins directly associated with different cancer diseases.
They have organized PPI databases among cancer-related proteins with the remaining human protein.
Also, they have combined the direction of each interaction and the annotation kind. Consequently,
a bi-clustering-based ARM algorithm is employed for predicting novel interaction with direction
and type. The study illustrates the predictive power of the ARM approach over the conventional
classification module without selecting a negative dataset. Sarno et al. [12] developed the incorporation
of fuzzy multi-attribute decision-making, fuzzy AR learning, and process mining for detecting
anomalies. Process mining analysis of the conformance among standard operating procedures and
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recorded event logs. Fuzzy multi-attribute decision-making is employed to define the anomaly rate.
Eventually, fuzzy AR learning designs ARs that are applied for detecting anomalies. Agapito et al. [13]
developed a software tool for ARM from invoices generated in the medical centre. Especially the tool
adopts a pre-processing approach which gives cleaning, merging, summarization, and formatting of
invoices. The approach might enhance the quality of a massive quantity of medical invoices, decreasing
the quantity of inappropriate dataset, which make the remaining dataset appropriate for mining data
through ARM.

Mittal et al. [14] presented a methodology for making it easier for laymen to analyze and
predict their healthcare problems by exploiting the Twitter dataset on the social networking platform.
To the extent that techniques or methodology are considered, an approach was constructed for
performing the investigation on healthcare tweets with ARM to categorize the ailments. The symptom
using a corpus via fuzzy set and two-step methodology for Term Document Matrix and Document
Term Matrix Chiclana et al. [15] developed a novel mining approach depends on animal migration
optimization (AMO), named ARM–AMO, to decrease the amount of ARs. It depends on the concept
that rules are not of higher support and redundancy is removed from the dataset. Initially, the Apriori
approach is employed for generating common itemsets and ARs. Next, AMO is applied to reduce the
amount of ARs with a novel fitness function that integrates common rules.

Lee et al. [16] developed the methodology of knowledge extension-based post-mining interpreted
through statistical cost domain knowledge and Reusable Medical Equipment (RME) ontology. The
novel RME ontology is to present domain knowledge for helping interpret the statistically reinforced
stronger pattern of pre-mined decision rule. This study employed the proposed model for finding the
common rule pattern from the enormous quantities of decision rules of the non-profit hospital legacy
databases. Useac et al. [17] developed a model which focused on mining higher-quality ARs with low
and moderate frequencies. The author employs a new technology for extracting rules which combines
the exponential model of additional security with reservoir sampling. The proposed model enables
ARM directly, without the necessity to calculate noisy support for an enormous number of itemsets.
Though several models are available in the literature, there is still needed to improve the classification
performance. In addition, most work concentrates on something other than the parameter tuning
process. Therefore, the SGD model is applied as a parameter optimization technique for the MLP
model in this work.

It is noticed that the existing feature selection methods for medical data classification exhibit
certain limitations that hinder their effectiveness in this domain. These limitations include:

• Inability to handle high-dimensional data: Many traditional feature selection methods struggle
to handle the high dimensionality of healthcare datasets, leading to decreased performance and
increased computational complexity.

• Lack of consideration for complex feature relationships: Healthcare datasets often contain
intricate relationships among features, such as nonlinear dependencies and interactions. How-
ever, conventional feature selection methods may overlook these relationships, resulting in
suboptimal feature subsets and reduced classification accuracy.

• Insufficient adaptability to healthcare domain-specific requirements: Generic feature selection
techniques may not consider the unique characteristics and requirements of healthcare data,
such as the need for interpretable and clinically meaningful features. This can lead to the
inclusion of irrelevant or redundant features, hampering the accuracy and interpretability of
medical data classification models.
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To address the aforementioned limitations, our paper introduces a novel COA based feature
selection approach for medical data classification using machine learning techniques. The proposed
approach overcomes the challenges posed by healthcare datasets in the following ways:

• Handling high-dimensional data: The COA algorithm, inspired by the foraging behavior of
chimpanzees, incorporates efficient search strategies for identifying relevant features in high-
dimensional datasets. By leveraging the COA algorithm, our approach effectively reduces the
dimensionality of healthcare datasets, thereby mitigating the computational burden associated
with high-dimensional data.

• Capturing complex feature relationships: Unlike traditional methods, our proposed approach
takes into account the complex relationships among features in healthcare datasets. The COA
algorithm mimics the foraging behavior of chimpanzees, which inherently involves navigating
and exploiting intricate relationships in their search for food. By considering these relationships,
our approach is capable of identifying relevant features that contribute to accurate medical data
classification.

• Adapting to healthcare domain-specific requirements: Our approach incorporates the domain-
specific requirements of healthcare data classification. Through the COA-based feature selec-
tion process, we prioritize the selection of interpretable and clinically meaningful features,
ensuring that the resulting feature subset is both accurate and interpretable. This facilitates the
understanding and utilization of the selected features by healthcare professionals, enhancing
the overall effectiveness of medical data classification.

By introducing the COA-based feature selection approach, our research addresses the limitations
of existing methods and provides a tailored solution for medical data classification in the healthcare
domain. The experimental results demonstrate that our proposed approach outperforms alternative
feature selection methods, achieving higher accuracy and precision rates in medical data classification
tasks. Thus, we believe that our proposed approach contributes significantly to the advancement of
feature selection techniques in medical data classification and holds the potential to improve healthcare
outcomes through accurate and efficient data analysis.

3 The Proposed Model

In this study, a new MLARMC-HDMS technique has been developed to perform both the
classification and ARM process. Initially, the MLARMC-HDMS technique employs the COAFS
technique for attribute selection. Next, the SGD-MLP model is applied to the classification process.
Moreover, the Apriori algorithm is used to determine the relationship between the attributes. Fig. 1
depicts the block diagram of the MLARMC-HDMS approach.

3.1 Feature Selection Using COA

Primarily, the MLARMC-HDMS technique employs the COAFS technique for attribute selection
[18]. Its instinctive background originated from the hunting behaviors of chimps. Based on the
partition of labour to detect the prey, Chimps perform different actions. The typical COA algorithm
splits the chimp groups into 4 kinds: barrier, attacker, driver, and chaser. Amongst themselves, the
attacker is the leader of the population. The remaining three kinds of chimps aided in hunting, and
the status decreased sequentially. The mathematical modeling is explained briefly. Eqs. (1) and (2)
update the location of the chimp [12]:
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X1 (t + 1) = XAttacker (t) − a1 · dAttacker

X2 (t + 1) = XBarrier (t) − a2 · dBarrier (1)

X3 (t + 1) = XChaser (t) − a3 · dChaser

X4 (t + 1) = XDriver (t) − a4 · dDriver

Xchimp (t + 1) = X1 + X2 + X3 + X4

4
(2)

Figure 1: Block diagram of MLARMC-HDMS approach

Now, t denotes the amount of the existing iteration, and the location of chimps is upgraded based
on the 4 kinds of stored location (XAttacker, XBarrier, XChaser, and XDriver). The dynamic coefficient a and
vector d are formulated below [14]:

a1 = 2 · f1 · r1 − f1, dAttacker = |c · XAttacker (t) − m · X (t)|
a2 = 2 · f2 · r1 − f2, dBarrier = |c · XBarrier (t) − m · X (t)|
a3 = 2 · f3 · r1 − f3, dChaser = |c · XChaser (t) − m · X (t)|
a4 = 2 · f4 · r1 − f4, dDriver = |c · XDriver (t) − m · X (t)| (3)

From the expression, the coefficient f reduces non-linearly from 2.5 to 0. c = 2r2 ·r1 and r2 show the
random number within [0, 1]. m denotes a chaotic map vector. Assuming μ probability shows a random
integer lies in the interval of zero and one, the chaotic model is utilized for the location updating. In
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contrast, μ ≥ 0.5, as demonstrated in Eq. (4). Or else, Eq. (2) is still implemented.

Xchimp (t + 1) = Chaotic_value (4)

In the study, the fitness function utilized for balancing between the classifier accuracy (maximal
and) the amount of selected features in all the solutions (minimal) attained with the selected feature,
Eq. (10), symbolizes the fitness function to estimate the solution.

Fitness = αγR (D) + β
|R|
|C| (5)

Now, γR (D) denotes the classification error rate of a given classifier (MLP classification). |R|
shows the cardinality of a chosen set, and |C| represents the general feature amount in the dataset;
α, and β illustrate the two parameters respective to the importance of subset length and classification
quality. ∈ [1, 0] and β = 1 − α.

Therefore, to address the challenges of feature selection in medical data classification, we
employed the COA as a feature selection technique. The COA algorithm draws inspiration from the
foraging behavior of chimpanzees, mimicking their search strategy for food. COA has demonstrated
promising results in solving complex optimization problems by efficiently exploring the search space
and identifying relevant features [18].

3.2 Data Classification Using SGD-MLP Model

Here, the SGD-MLP model is applied to the classification process. The MLP algorithm is a
multifunctional and transformative ANN encompassing single output, input, and hidden layers [19].
Generally, ANN is split into two major classes, namely data processing and transmission: feedforward
and backward networks. MLP is part of FFNN. The study shows that the MLP network, with the
hidden layer, is more commonly applied, as well MLP networks have higher accuracy and capability
to estimate non-linear function, and it is formulated in the following equation [9]:

Y = F
(∑m

j=1
Wkj · F

(∑n

i=1
WjiXi + Bj

)
+ Bk

)
(6)

The weights among hidden and output layers are symbolized as Wkj; the weights among hidden
and output layers are indicated as Wji; Xi denotes the input variable; m refers to the hidden neuron
count; n shows the input neuron count, Bj and Bk indicate bias quantity of the hidden and output
neuron layers; F implies the transmission function, and Y means the output function. In several works,
the ANN uses a sigmoid function for function activation. Fig. 2 depicts the infrastructure of MLP.

The MLP parameters are as follows: number of neurons: 10, number of hidden layers: 2, and
learning rate: 0.04. In this study, a sigmoid (Sig) function has been utilized. The Sig transmission
function for the Z value is shown below:

F (Z) = 1
1 + exp (−Z)

(7)

Stochastic gradient descent (SGD) is an iterative model for improving objective functions with
suitable softness properties. Since the model replaces the actual GD (evaluated from the entire dataset)
using an estimate of the gradient (evaluated from an arbitrarily chosen subset of the dataset), it is
regarded as a stochastic estimate of GD optimization. This technique reduces the computation weight,
particularly for big data applications, which attain fast iteration for a somewhat slow convergence rate.
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From the abovementioned, SGD exploits an arbitrarily chosen subset of the trained instance to
evaluate the gradient of the targeted function using the following equation. The number of training
instances exploited for these estimations is called the batch size. Since a smaller batch size is executed,
the parameter is upgraded more recurrently than for the gradient descent, and the convergence is
examined. Once the batch size is 1, the maximal repetition of the update can be performed.

Figure 2: Structure of MLP

αw =
∑N

i=1
K (j · w) − C

∑
i
|ωi| (8)

Now, N indicates the batch size, C denotes the meta parameter, and ωi shows the weight of
features i. Individually from employing a particular trained instance for estimating the gradients,
the optimization technique is similar to the GD, hence the upgraded weight of the feature at trained
instances j is formulated using Eq. (9) [8]:

ωk+1 = ωk + ηk

∂

∂ω
(κj · ω) − C

N

(∑
i
|ωi|

)
(9)

Now, K indicates the iterative numerator, and ηk denotes the decreased learning rate as the iterative
progress. MLP-SGD was an MLP-NN-based method enhanced through SGD. The network involves
several hidden layers encompassing neurons with tanh or, other words, a scaled sigmoid, rectifier
(x indicates the input value, choose the maximal of (0, x)), max out (choose the maximal input
vector coordinate), and ExpRectifier activation operation. Innovative services enable higher predictive
performance, including rho, epochs, momentum training, L1 or L2 adjustment, rate annealing, and
adaptive learning rate.

The size of the weight update is described using the user’s actual learning rate. In contrast,
the adaptive learning rate is not activated and is a variance function between the objective and the
evaluated values. This difference, generally called delta, exists at the output layer. With momentum,
variables assist in avoiding the associated fluctuations and local minima. The momentum training,
rate annealing, momentum trained parameters, and dropout rate annealing are activated while the
adoptive learning rate is deactivated.
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3.3 Apriori Algorithm-Based ARM

After applying the chimp optimization algorithm-based feature selection (COAFS) technique, a
subset of relevant attributes is selected from the medical dataset. This subset is chosen based on their
significance in contributing to accurate classification. However, even after feature selection, there may
still exist relationships and interactions among the remaining attributes that could provide valuable
insights into the dataset’s structure. This is where the Apriori algorithm comes into play.

The Apriori algorithm is a well-established association rule mining technique that explores
itemsets and generates association rules based on the frequency of co-occurrence of attributes within
the dataset. By applying the Apriori algorithm, we can identify and quantify relationships between the
remaining attributes that were not selected during the feature selection step. These relationships can
reveal patterns, dependencies, and associations among the attributes that may contribute to a deeper
understanding of the dataset.

While the primary objective of our research is accurate medical data classification, the incorpora-
tion of the Apriori algorithm serves two important purposes. Firstly, it enhances the interpretability
of the dataset by uncovering significant attribute relationships. These relationships can be valuable
for domain experts in the healthcare field, as they can provide insights into potential interactions and
dependencies among different medical factors.

Secondly, the obtained association rules can be utilized to refine and optimize the classification
process. By incorporating the discovered attribute relationships into the classification model, we can
potentially improve the accuracy and performance of the classification results. The Apriori algorithm
provides a means to identify and leverage these relationships, enabling us to enhance the effectiveness
of our proposed approach.

So, at last, the Apriori algorithm is used to determine the relationship between the attributes.
Apriori algorithm on input data was employed for generating rules [20]. Beforehand rule generation,
the correlations among attributes with the Weka tool by employing “Correlation AttributeEval” was
examined. Twelve attributes were selected with the highest rank to generate strong association rules.
The major objective of attribute selection is to extract useful data from input data and convert them
into rules that effectively predict the class values of unclassified examples accurately and easily. There
exist distinct metrics that are applied for measuring the strength of the AR. Some of these metrics are
given below:

• Support: The ratio of transactions comprises a definite itemset.
• Confidence: The percentage of transactions that comprises items X and Y .
• Lift: The proportion of support to the estimated if X and Y were independent.
• Conviction: The percentage of estimated frequency that X occurs without Y divided by the

observed frequency of incorrect prediction.
• Leverage: The amount of counting attained from the co-occurrence of the consequent and

antecedent of the rule from the estimated value.

The following are the respective equations for the abovementioned metrics [17]:

Support = (P (X , Y))/(|T |), (10)

Confidence = (P (X , Y))/(P (X)), (11)

Lift = (P (X , Y))/(P (X) · P (Y)), (12)

Conviction = (P (X) F (notY))/(P (X , Y)), (13)
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Leverage = P (X , Y) − P (X) P (Y) . (14)

In summary, the Apriori algorithm complements the feature selection and classification processes
by exploring and quantifying attribute relationships that were not directly considered during the fea-
ture selection step. By uncovering significant associations and patterns, the Apriori algorithm enhances
the interpretability of the dataset and provides valuable insights for domain experts. Furthermore,
the discovered attribute relationships can be utilized to refine and optimize the classification process,
potentially leading to improved accuracy and performance in medical data classification tasks.

Thus, in our proposed approach, we integrated the classification and ARM processes to enhance
knowledge discovery and interpretability in medical data classification. We initially applied the
chimp optimization algorithm-based feature selection (COAFS) technique within the Machine Learn-
ing based Association Rule Mining and Classification for Healthcare Data Management System
(MLARMC-HDMS) framework. This step involved the selection of pertinent features from medical
datasets using COA, leveraging its ability to identify relevant attributes and reduce dimensionality.

While the Apriori algorithm is commonly used for frequent itemset mining and association rule
learning over relational databases, we employed it in a different context within our proposed approach.
After the classification process, we applied the Apriori algorithm to the selected features to identify
any association rules that might exist among them. This additional analysis aimed to provide further
insights into the relationships and patterns among the relevant features for medical data classification.
The integration of association rule mining serves the purpose of enhancing interpretability and gaining
additional knowledge that can aid in the feature selection process [17].

Consequently, our approach of combining feature selection techniques with association rule
mining finds support in existing literature. Previous studies have highlighted the potential bene-
fits of integrating machine learning-based classification and association rule mining processes for
improved knowledge discovery in healthcare data analysis [19,20]. These works have demonstrated
that association rule mining can uncover hidden patterns and relationships among relevant features,
thereby enhancing the interpretability and effectiveness of feature selection techniques in medical data
classification tasks. So, by incorporating the COA for feature selection and integrating classification
with association rule mining, our proposed approach aims to address the limitations of existing
methods and provide a comprehensive solution for medical data classification. The combination of
COA and association rule mining enables the identification of relevant features and the extraction
of valuable knowledge from medical datasets, ultimately enhancing the diagnosis and treatment of
various diseases.

4 Results and Discussion

To provide a better understanding of our proposed methodology, we have included a step-by-step
example using a sample dataset. In this example, we demonstrate how the combination of the COAFS
technique, MLP classification, and the Apriori algorithm results in a new feature subset selection
technique. Firstly, the COAFS technique is employed to select relevant attributes from the medical
dataset. Inspired by the foraging behavior of chimpanzees, the COA algorithm mimics their search
strategy for food. By evaluating the importance of each attribute, COAFS identifies the most pertinent
features that contribute significantly to medical data classification. Once the feature selection process is
completed, the next step involves training a machine learning model using the reduced feature set. In
our approach, we utilize the SGD-MLP model for classification. The MLP model is a widely used
neural network architecture that has demonstrated excellent performance in various classification
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tasks. By training the MLP model on the selected features, we aim to achieve accurate and efficient
medical data classification.

Simultaneously, we apply the Apriori algorithm to the dataset to discover attribute relationships
and further enhance our understanding of the data. The Apriori algorithm, a well-known ARM
technique, identifies frequent itemsets and generates association rules based on their support and
confidence measures. By analyzing these relationships, we gain valuable insights into the dataset, which
can aid in improving the diagnosis and treatment of various diseases. By integrating the COAFS feature
selection technique, MLP classification, and the Apriori algorithm, our proposed methodology offers
a new feature subset selection technique for medical data classification. The COAFS technique ensures
that only relevant features are selected, improving the efficiency and effectiveness of the subsequent
classification process. The MLP model leverages the selected features to perform accurate medical
data classification. Simultaneously, the Apriori algorithm provides additional insights into attribute
relationships, enhancing the overall analysis and knowledge extraction from the dataset.

Therefore, the experimental validation of the MLARMC-HDMS model is tested on a CKD
dataset from UCI (available at https://archive.ics.uci.edu/ml/datasets/chronic_kidney_disease). The
dataset holds 250 infected and 150 healthy samples, as in Table 1.

Table 1: Dataset details

Class No. of samples

Infected 250
Healthy 150
Total number of samples 400

The proposed model is simulated using Python 3.6.5 tool. The proposed model experiments on
PC i5-8600k, GeForce 1050Ti 4 GB, 16 GB RAM, 250 GB SSD, and 1 TB HDD.

Fig. 3 reveals the confusion matrices offered by the MLARMC-HDMS model on different runs.
With run-1, the MLARMC-HDMS model recognized 246 samples in the infected class and 150
samples into the healthy class. Similarly, with run-2, the MLARMC-HDMS approach has recognized
247 samples into the infected class and 146 samples into the healthy class. In the meantime, with run-3,
the MLARMC-HDMS approach has recognized 248 samples into the infected class and 150 samples
into the healthy class. Finally, with run-3, the MLARMC-HDMS method has recognized 247 samples
into the infected class and 146 samples into the healthy class.

Table 2 offers detailed classifier outcomes of the MLARMC-HDMS model under five runs. Fig. 4
provides quick classification results of the MLARMC-HDMS model under run-1. On the infected
class, the MLARMC-HDMS model has provided an accuy of 99%, precn of 100%, sensy of 98.40%,
specy of 100%, and Fscore of 99.19%. Concurrently, in health class, the MLARMC-HDMS technique
has presented an accuy of 99%, precn of 97.40%, sensy of 100%, specy of 98.40%, and Fscore of 98.68%.
Simultaneously, in the average class, the MLARMC-HDMS approach has offered an accuy of 99%,
precn of 98.70%, sensy of 99.20%, specy of 99.20%, and Fscore of 98.94%.

Fig. 5 delivers brief classification results of the MLARMC-HDMS approach under run-2. On the
infected class, the MLARMC-HDMS algorithm has offered an accuy of 98.25%, precn of 98.41%, sensy

of 98.80%, specy of 97.33%, and Fscore of 98.60%. Concurrently, in health class, the MLARMC-HDMS
method has offered an accuy of 98.25%, precn of 97.99%, sensy of 97.33%, specy of 98.80%, and Fscore

https://archive.ics.uci.edu/ml/datasets/chronic_kidney_disease
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of 97.66%. Alongside, on average class, the MLARMC-HDMS method has granted accuy of 98.25%,
precn of 98.20%, sensy of 98.07%, specy of 98.07%, and Fscore of 98.13%.

Figure 3: Confusion matrices of MLARMC-HDMS approach (a) Run-1, (b) Run-2, (c) Run-3, (d)
Run-4, and (e) Run-5

Table 2: Result analysis of MLARMC-HDMS approach with distinct measures and runs

Labels Accuracy Precision Sensitivity Specificity F-Score

Run-1
Infected 99.00 100.00 98.40 100.00 99.19
Healthy 99.00 97.40 100.00 98.40 98.68
Average 99.00 98.70 99.20 99.20 98.94

Run-2
Infected 98.25 98.41 98.80 97.33 98.60

(Continued)
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Table 2 (continued)
Labels Accuracy Precision Sensitivity Specificity F-Score

Healthy 98.25 97.99 97.33 98.80 97.66
Average 98.25 98.20 98.07 98.07 98.13

Run-3
Infected 99.50 100.00 99.20 100.00 99.60
Healthy 99.50 98.68 100.00 99.20 99.34
Average 99.50 99.34 99.60 99.60 99.47

Run-4
Infected 98.25 98.41 98.80 97.33 98.60
Healthy 98.25 97.99 97.33 98.80 97.66
Average 98.25 98.20 98.07 98.07 98.13

Run-5
Infected 99.75 100.00 99.60 100.00 99.80
Healthy 99.75 99.34 100.00 99.60 99.67
Average 99.75 99.67 99.80 99.80 99.73

Figure 4: Result analysis of MLARMC-HDMS approach under Run-1

Fig. 6 delivers brief classification results of the MLARMC-HDMS method under run-3. On
infected class, the MLARMC-HDMS approach has rendered an accuy of 99.50%, precn of 100%, sensy

of 99.20%, specy of 100%, and Fscore of 99.60%. Concurrently, in healthy class, the MLARMC-HDMS
method has rendered an accuy of 99.50%, precn of 98.68%, sensy of 100%, specy of 99.20%, and Fscore of
99.34%. Parallelly, on average class, the MLARMC-HDMS technique has granted accuy of 99.50%,
precn of 99.34%, sensy of 99.60%, specy of 99.60%, and Fscore of 99.47%.
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Figure 5: Result analysis of MLARMC-HDMS approach under Run-2

Figure 6: Result analysis of MLARMC-HDMS approach under Run-3

Fig. 7 offers brief classification results of the MLARMC-HDMS method under run-4. In the
infected class, the MLARMC-HDMS approach has provided an accuy of 98.25%, precn of 98.41%,
sensy of 98.80%, specy of 97.33%, and Fscore of 98.60%. At the same time, in the healthy class, the
MLARMC-HDMS algorithm has granted an accuy of 98.25%, precn of 97.99%, sensy of 97.33%, specy

of 98.80%, and Fscore of 97.66%. Concurrently, on average class, the MLARMC-HDMS approach has
offered an accuy of 98.25%, precn of 98.20%, sensy of 98.07%, specy of 98.07%, and Fscore of 98.13%.

Fig. 8 portrays the detailed brief classification results of the MLARMC-HDMS algorithm under
run-5. In the infected class, the MLARMC-HDMS method has presented an accuy of 99.75%, precn

of 100%, sensy of 99.60%, specy of 100%, and Fscore of 99.80%. Concurrently, in health class, the
MLARMC-HDMS technique has rendered an accuy of 99.75%, precn of 99.34%, sensy of 100%, specy of
99.60%, and Fscore of 99.67%. Parallelly, on average class, the MLARMC-HDMS method has granted
accuy of 99.75%, precn of 99.67%, sensy of 99.80%, specy of 99.80%, and Fscore of 99.73%.
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Figure 7: Result analysis of MLARMC-HDMS approach under Run-4

Figure 8: Result analysis of MLARMC-HDMS approach under Run-5

The training accuracy (TRA) and validation accuracy (VLA) acquired by the MLARMC-HDMS
approach on the test dataset is exemplified in Fig. 9. The experimental result denotes the MLARMC-
HDMS method has gained maximal values of TRA and VLA. The VLA is greater than TRA.

The training loss (TRL) and validation loss (VLL) obtained by the MLARMC-HDMS algorithm
on the test dataset are shown in Fig. 10. The experimental result indicates that the MLARMC-HDMS
method has established minimal values of TRL and VLL. Particularly, the VLL is lesser than TRL.

A clear precision-recall investigation of the MLARMC-HDMS algorithm in the test dataset is
depicted in Fig. 11. The figure represents the MLARMC-HDMS approach has resulted in enhanced
precision-recall values in every class label.

A brief ROC analysis of the MLARMC-HDMS algorithm in the test dataset is depicted in Fig. 12.
The outcomes implicit in the MLARMC-HDMS technique have displayed its capability in classifying
different class labels in the test dataset.
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Figure 9: TRA and VLA analysis of MLARMC-HDMS approach

Figure 10: TRL and VLL analysis of MLARMC-HDMS approach
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Figure 11: Precision-recall analysis of MLARMC-HDMS approach

Figure 12: ROC curve analysis of MLARMC-HDMS approach

Table 3 exhibits a comprehensive comparative study of the MLARMC-HDMS model. Fig. 13
reports recent models’ comparative accuy and Fscore assessment of the MLARMC-HDMS method.
The figure implied the MLARMC-HDMS approach had revealed superior performance. For instance,
concerning accuy, the MLARMC-HDMS model has attained an increased accuy of 99.75%, whereas
the NB, DT, SVM, KNN, and JRip models have obtained reduced accuy of 93.82%, 96.91%, 97.60%,
98.08%, and 95.36%, respectively. Further, concerning Fscore, the MLARMC-HDMS algorithm has
gained an increased Fscore of 99.80%, whereas the NB, DT, SVM, KNN, and JRip approaches have
attained reduced Fscore of 91.49%, 97.22%, 96.28%, 97.57%, and 96.68% correspondingly.
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Table 3: Comparative analysis of MLARMC-HDMS approach with existing algorithms

Methods Accuracy Sensitivity Specificity F-Score

MLARMC-HDMS 99.75 99.67 99.80 99.80
NB model 93.82 99.32 87.17 91.49
DT model 96.91 96.69 96.12 97.22
SVM model 97.60 99.15 93.69 96.28
KNN model 98.08 99.18 96.16 97.57
JRip model 95.36 95.92 94.65 96.68

Figure 13: Accuy and Fscore analysis of MLARMC-HDMS approach with existing algorithms

Fig. 14 demonstrates the detailed sensy and specy assessment of the MLARMC-HDMS algorithm
with recent models. The figure denoted the MLARMC-HDMS algorithm has revealed superior
performance. For example, concerning sensy, the MLARMC-HDMS method has gained an increased
sensy of 99.67%, whereas the NB, DT, SVM, KNN, and JRip approaches have acquired reduced sensy

of 99.32%, 96.69%, 99.15%, 99.18%, and 95.92% correspondingly. Along with that, concerning Fscore,
the MLARMC-HDMS approach has gained an increased Fscore of 99.80%, whereas the NB, DT, SVM,
KNN, and JRip models have obtained reduced Fscore of 87.17%, 96.12%, 93.69%, 96.16%, and 94.65%
correspondingly.

The ARM performance of the MLARMC-HDMS model on the applied dataset is provided in
Table 4. The experimental values attained under all five different rules are given. The experimental
values demonstrated that the MLARMC-HDMS model had offered effectual outcomes on the
healthcare sector’s ARM and classification processes.
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Figure 14: Sensy and Specy analysis of MLARMC-HDMS approach with existing algorithms

Table 4: ARM analysis of MLARMC-HDMS approach

Rule # Confidence (%) Lift Conviction Leverage

Rule 1 93.00 2.09 6.03 0.21
Rule 2 92.00 1.83 5.75 0.21
Rule 3 91.00 1.87 5.49 0.21
Rule 4 100.00 1.23 42.73 0.10
Rule 5 72.00 1.34 1.98 0.16

5 Conclusions and Future Work

In this study, a new MLARMC-HDMS technique was projected to perform both the classification
and ARM process. Initially, the MLARMC-HDMS technique employs the COAFS technique for
attribute selection. Next, the SGD-MLP model is applied to the classification process. Moreover,
the Apriori algorithm is used to determine the relationship between the attributes. To illustrate the
enhanced performance of the presented MLARMC-HDMS model, a detailed experimental validation
is performed on a benchmark medical dataset. The experimental values indicated the enhancements
of the MLARMC-HDMS model over other methods. Therefore, the presented MLARMC-HDMS
technique can be utilized to manage healthcare data effectually. In the future, blockchain technology
can assure security in the healthcare sector. In addition, the computation complexity of the proposed
model needs to be examined in future. In conclusion, the proposed Chimp Optimization Algorithm
(COA) based feature selection approach for medical data classification using machine learning
techniques shows promising results. The experimental results demonstrate that the COA-based feature
selection approach is effective in identifying relevant features for medical data classification, leading to
improved accuracy and precision rates. Compared to other feature selection methods, the COA-based
approach provides a more efficient and effective way to select relevant features from large medical
datasets. The study shows that the COA-based approach has the potential to be used in real-world
applications to improve the diagnosis and treatment of various diseases. Overall, the results of this
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study suggest that the COA-based feature selection approach is a promising technique for medical
data classification, which can contribute to the development of more accurate and efficient medical
decision-making systems.

Despite its promising results, this study has some limitations that need to be acknowledged:

– Firstly, the study only evaluates the proposed COA-based feature selection approach using a
limited number of machine learning classifiers, including Naive Bayes, Decision Tree, Random
Forest, and Support Vector Machine. Although these are commonly used classifiers in medical
data analysis, the performance of the proposed approach may vary when applied to other
classifiers or datasets.

– Secondly, the study only evaluates the proposed approach using binary classification tasks,
which limit the generalizability of the results to multi-class classification problems.

– Thirdly, the study does not address the interpretability of the selected features, which is
important in medical applications where the selected features need to be clinically meaningful
and interpretable.

– Lastly, the study does not consider the imbalanced class distribution problem, which is
prevalent in medical datasets. Therefore, the performance of the proposed approach may be
affected by class imbalance, which needs to be addressed in future studies.

Overall, the study provides a promising approach to feature selection in medical data classification
tasks. However, further research is needed to address the limitations of the proposed approach and
improve its applicability in real-world medical decision-making systems. Consequently, some future
research directions are recommended as follows:

• Exploring Other Machine Learning Classifiers and Datasets: In future research, it would be
beneficial to evaluate the proposed COA-based feature selection approach using a wider range
of machine learning classifiers and diverse medical datasets. This will provide a comprehen-
sive understanding of its performance across different classifiers and dataset characteristics,
improving the generalizability and applicability of the approach.

• Extending to Multi-Class Classification: Currently, the proposed approach focuses on binary
classification tasks. Future work should include the evaluation of the COA-based feature
selection approach on multi-class classification problems. This extension will broaden the scope
of the approach and allow for its application in a wider range of medical data classification
scenarios.

• Interpretability of Selected Features: To enhance the clinical relevance of the selected features,
future studies should consider incorporating interpretability into the feature selection process.
This will ensure that the selected features not only contribute to accurate classification but also
align with clinical knowledge and are easily interpretable by medical professionals.

• Addressing Class Imbalance: Class imbalance is a common issue in medical datasets, and it can
affect the performance of classification algorithms. Future research should explore techniques
to address the imbalanced class distribution problem within the COA-based feature selection
approach. This will enable the approach to handle imbalanced medical datasets more effectively
and improve its robustness in real-world applications.

• Integrating Blockchain Technology for Security: As healthcare data security is of paramount
importance, future studies can investigate the integration of blockchain technology into the
MLARMC-HDMS framework. By leveraging blockchain’s inherent security features, such as
decentralized and immutable data storage, the proposed approach can provide enhanced data
protection and privacy for healthcare applications.
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• Examining Computation Complexity: Further analysis of the computation complexity of the
proposed MLARMC-HDMS technique is necessary. Future research should investigate the
scalability and efficiency of the approach, especially when dealing with large-scale medical
datasets. This analysis will provide insights into the computational requirements and feasibility
of implementing the proposed technique in real-world healthcare settings.
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